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PREFACE

In a sense, this thesis began several years ago when I was working as a product designer
at AT&T Bell Laboratories in Middletown, New Jersey. I needed to design a cantilever
spring with non-uniform cross-section as part of an injection molded plastic piece for a
business telephone. After searching through several textbooks, handbooks, and design
notes, it struck me how ill-prepared I was to apply what I had learned in my
undergraduate mechanics of materials course (in which I received an A) to this relatively
simple "real world" design situation. The problem had not been neatly setup for me, and
there were not any well-defined questions, much less clear-cut answers in the back of the
book. Sifting through the detailed design information of this plastic part (all its
dimensions, tolerances, fillets, surface specs, material data sheets, etc.) to try and create a
simple analysis model was frustrating and humbling, yet, at the same time, enlightening
and intriguing. This thesis deals with the challenging intersection of engineering design
and engineering analysis which had confronted me for the first time in the form of that
plastic part.

The overriding impression I have as I look back on this thesis is that I have tried to
do too much. It has definitely been at least three or four handfuls!, and has come with
much toil and chasing after the wind. As such, some aspects are not as strong as others,
and consequently, are good candidates for future extensions. In particular, Chapter 7
(Development Guidelines), Chapter 8 (Implementation Guidelines) and the operations
section in Chapter 5 include the word "preliminary” in their titles to indicate this situation.
Still, I feel that the overall thesis is aided by their presence, at least to the extent of giving
the full perspective of the PBAM representation. Also, future experiences to be gained by
representing a wider sampling of analysis models as PBAMs undoubtedly will help refine
this work. In spite of these limitations, I hope the reader finds this thesis to be at least a
helpful step towards achieving advanced design and analysis integration.

1 See the quote for Chapter 4.
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SUMMARY

In spite of recent advancements in computer aided design and engineering (CAD/E), such
as parametric geometry and automatic mesh generation, a large gap exists between
computer-based design models and analysis models. Transforming a detailed product
design into an engineering analysis model can require large amounts of heterogeneous
information, engineering theory, and industrial heuristics. ~Consequently, traditional
computational methods alone are insufficient for the effective automation of this process.

This research defines a new representation of analysis models, termed product
model-based analytical models (PBAMs), which enables the automation of a particular
class of analysis problems. Specifically, PBAMs automate the instantiation, execution,
and interaction of a variety of routine analysis models (i.e., models that are used
repeatedly during product design). This research also defines constraint schematics - one
of the first known combinations of constraint graph theory and object-oriented concepts
for the purpose of representing engineering analysis models. Constraint schematics are
one of several views of the PBAM representation. Preliminary guidelines for both
developing and implementing PBAMs of routine analysis models are included that utilize
these views.

PBAMs enable rapid, flexible, routine analysis by linking detailed design models
with potentially many analysis models of varying complexity and application.
Furthermore, this representation aides exploration of "what if" design problems by
supporting reversible input/output combinations in some cases. The PBAM representation
has been evaluated using case studies in the thermomechanical fatigue of solder joints on
printed wiring assemblies (Engelmaier, 1983, 1989; Lau, et al., 1986). Results show that
PBAM:s uniformly represent such analysis models containing a mixture of both formula-

based and finite element-based relations.
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PART I PROBLEM DEFINITION



CHAPTER 1

INTRODUCTION

I have more than enough to do than to extract my own FEA data.

I am talking to manufacturing, tooling, vendors, fatigue and fractures,
the stress group - I simply don't have time.

Design Engineer, Airplane Structures

[Liker, et al., 1992]

Engineering analysis is an important step in the product design process which serves to
evaluate design alternatives against various product criteria. Depending on the design
phase and the kind of answers sought, an analysis may involve a qualitative evaluation
based on rules of thumb or a detailed numerical calculation based on fundamental physical
laws. The typical goal of such engineering analyses is to predict the behavior of a system

without prototyping and observing the actual system.

Engineering Analysis Benefits
Because of this goal, some have used the term "virtual prototyping" to describe general
computer modeling, including computerized analysis [Puttre, 1992b]. Puttre reports that

the advantages companies expect from "virtual prototyping" include:

1. Reduced product development time and cost.
He reports how one company cut their product development time in half and
eliminated physical prototypes after incorporating finite element analysis into their

design process.



2. Improved product designs.
Computer-based engineering analysis can help designers explore many different design
alternatives that might otherwise be cost and time prohibitive. Furthermore, once a
design alternative has been selected, analyses can guide design refinement to meet
product requirements.

3. Better analysis results.
Puttre [1992b] notes that certain physical phenomena are not readily understood by
testing physical prototypes. Similarly,v some product operating conditions are
impossible to simulate physically in laboratory environments. Thus, engineers are
using computer-based analysis to study phenomena such as nonlinear fluid mechanics

and to simulate conditions like those encountered by submarines.

Engineering Analysis Issues
In spite of the above potential benefits, computer-based engineering analysis during
product design is not as widespread as one might imagine. Four observations from the

industrial experience of the author regarding such analysis are as follows:

1. Determining what type of analysis model to use for a given design situation is often
complicated by inexperience and unawareness of proven analysis models that exist in
the literature or corporate experience-base.

2. Creating an analysis model for the design problem at hand can be very time
consuming. Usually there is no computer-based associativity between the detailed
design model and the needed analysis model.

3. Collecting the information necessary to define the analysis model (material properties,
simplified geometry, load conditions, etc.) and formatting it for input into available

solution tools can be quite laborious.



4. Judging the quality of the subsequent results is hindered by inexperience, by improper
understanding of the limitations of the analysis model used, and by lack of computer-

based associativity between the analysis model and the product model.

Organizations that develop consumer or business products, such as cars, computers, and
telephones, often cannot afford to support many highly trained, full time analysts;
therefore, design engineers are often left to perform engineering analyses along with a
multitude of other tasks. Because of the above barriers, designers may inadvertently
obtain invalid results, may expend too many resources in performing an analysis, or may
even fail to perform an analysis due to constraints such as schedule deadlines.

These observations were confirmed in a recent industry survey [Linker et al.,
1992] which concluded that, when it exists at all, the computer aided engineering (CAE)
department is separate from design and often understaffed. For example, they report that
one large auto company has over 600 computer aided design (CAD) users but only 12
CAE analysts. This quote from a consumer products design engineer conveys the realities

of resource limitations:

The senior analyst is so busy, he has seven to eight months lead time. I can
build a prototype and test it faster than CAE and feel confident it is
accurate. Mostly junior people are assigned to CAE and lack job
experience.

Design Engineer, Consumer Products Co. [Liker, et al., 1992]

Thrust of Thesis

This thesis addresses these kinds of problems through the use of engineering information
management techniques and artificial intelligence concepts. In a general sense this
research is aimed at improving the design of complex products by providing new methods

of cooperation between engineer and computer in the solution of analysis problems.



However, enabling generalized seamless integration between design and analysis is
considered to be too lofty a goal at present. Therefore, this research has focused on
automating what is termed routine analysis - the design and verification of products using
established analysis models. (This term and others are defined more fully in Chapter 2)
Routine analysis models, then, are reasonably well understood and are meant to be applied
over and over during the product design process.

Hence, the thrust of this research has been the development of a new analysis
model representation, called product model-based analytical models (PBAMs), which
provides rapid, flexible routine analysis capabilities for use concurrent with product
design. To provide rapidity, PBAMs are linked with detailed design data. To provide
flexibility, this new approach can represent multiple analysis models of varying complexity

and application for the same type of product.

Representative Application Area
The analysis of thermomechanical behavior in printed wiring assemblies (PWAs) has been
chosen as a representative application area within which to illustrate and validate the new
concepts. Figure 1.1 illustrates how a PWA is basically a complex composite assembly
from a mechanical engineering viewpoint. Thermomechanical problems resulting from the
mismatch in coefficients of thermal expansion (CTEs) between printed wiring board
(PWB) layers and electrical components recently have become more pronounced due to
the increased power densities and decreased package sizes typical of modern PWAs
[Fulton and Ume, et al., 1990].

The design of a PWA involves the processing of large amounts of heterogeneous
information by multidisciplinary teams which include electrical, manufacturing,

mechanical, and systems engineers. The analysis of PWA thermomechanical behavior
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Figure 1.1 Cut-away View of a Printed Wiring Assembly
[Pinnel and Knausenberger, 1989]

typically involves the evaluation of subsets of this heterogeneous information against
various design criteria. Therefore, the use of PBAMs in the analysis of such products

serves to validate and demonstrate the relevance and capabilities of the PBAM

representation.

Organization of Thesis

This thesis is organized into four major parts!. Part I defines the problem
addressed by introducing the topic (Chapter 1) and defining different classes of
engineering analysis in Chapter 2, both from a process viewpoint and from an information
integration perspective. PBAMs also are introduced at a high-level in that chapter to
show how they can help automate routine analysis. The present state of engineering

analysis practice and research is then reported in Chapter 3 to highlight gaps in current

1To give a historical perspective, note that Chapters 1, 2, 3 and Appendices A, D, E are largely based on
an earlier paper [Peak and Fulton, 1992b]. Chapters 4, 10 and Appendix F include extensions of that
work as well.



capabilities. Chapter 4 identifies capabilities that ideally would be part of any automated
analysis strategy and specifies which new capabilities have been the priorities in this thesis.

Part II contains the major contribution of this research. It begins in Chapter 5 by
introducing the analytical building block (ABB) representation, constraint schematic
notation, and underlying constraint graph and object concepts. Chapter 6 shows that the
PBAM representation is a special case of the ABB representation that includes linkages
between product information and analysis information. Chapter 7 provides preliminary
PBAM Development Guidelines, i.e., how to map a typically unstructured description of a
specific analysis model into a PBAM representation of that model. Finally, Chapter 8
contains preliminary PBAM Implementation Guidelines that discuss how to map from the
PBAM representation of a particular analysis model into an object-oriented, constraint-
based implementation.

Specific case studies that test and illustrate the capabilities of the PBAM
representation are in Chapter 9 of Part III. Validation continues in Chapter 10 by
evaluating how well PBAMs meet the thesis objectives first given in Chapter 4. General
discussion is also included in this chapter. Finally, the thesis concludes with Part IV by
recommending extensions to the research (Chapter 11) and summarizing the contributions

of thesis (Chapter 12).



CHAPTER 2

PROBLEM DESCRIPTION

This section describes the specific problem addressed in this research within the context of
general engineering analysis automation. Introductory definitions are given first, followed
by a review of the engineering analysis process itself. Then approaches to automating
analysis will be given to show the need for representations of analysis models. PBAMs are

then introduced to the extent of how they can be used to automate analysis during design.

2.1 Introductory Definiti
As engineers work with many different kinds of models, it is important to understand
which models are dealt with in this thesis. Therefore, a few preliminary definitions are
given first to give a basis for the proceeding problem description. It should be noted that
these definitions represent one of the first attempts (albeit possibly incomplete and in need
of further refinement) to define the intersection between the familiar, mature, and well-
defined analysis model world, and the somewhat foreign, newer, and evolving product
model world (defined below). It has been rather challenging to conceptualize the merger
of these two diverse worlds. Thus, these definitions at a minimum are an attempt to

establish a starting point from which further discussion and research can evolve.

DEFINITION 2.1  An analytical model is an engineering approximation of physical

behavior in exact form.



For example, consider a coil spring in an automobile suspension, and assume one
wishes to estimate its compression when the car is at rest. One simple analytical model of
this physical behavior (deformation of the spring) is the following equation:

u=Wr/lk 2.1)

Here W is the proportion of the automobile weight supported by the spring, k is the spring
constant, and u is the deflection of the spring (how much it compresses). Thus, the
mathematical equation is the exact form of this analytical model. Note, however, that the
true physical behavior of the spring is much more complicated than can be expressed by
just these three parameters. The above equation is only an approximation of the physical
behavior.

DEFINITION 2.2 An analysis model is an analytical model or an approximation of an
analytical model.

Per this definition, the above spring model is also an analysis model. If one needs
more detailed information about the behavior of the spring, another possible analytical
model is a 3D elasticity model. This analytical model would have a complicated boundary
value problem (BVP) as its exact mathematical form. Approximation techniques are
typically used to find the solution to such an analysis model when no exact solution is
known to exist. For example, the finite element method would yield a finite element
model (FEM) that is an approximation of the analytical model (i.e., the FEM is not exact
in comparison to the precise mathematical BVP). Thus, a FEM is an example of an

analysis model that is not an analytical model.

As a starting point to address the needs identified in Chapter 1, the following terms deal
with the description of analysis models (both analytical and non-analytical) in a form that

can be computerized.



DEFINITION 2.3 A representation is a computable approximation of "reality" for an

intended purpose.

For comparison purposes, Table 2.1 shows that the "reality" addressed by
geometric representations is the shape of physical objects. There can be more than one
way to represent this "reality” including wireframe and boundary representations. The

intended purpose of a representation determines what kind of information must be

included in the representation.

Table 2.1 Comparison of Representations

Analysis Model Geometry
Representation Representation
"Reality'" | Analysis Model Physical Object
Ex Finite Element Models Wireframe
ample . .
Representations Bond Graphs Constructive Solid Geometry (CSG)
P PBAMs Boundary Representation (B-rep)

A representation has a defined structure and defined operations. For example, the
structure of the constructive solid geometry (CSG) representation is a binary tree with
solid primitive shapes and operators as its nodes [Mortenson, 1985 p. 372]. CSG
operators are union, difference, and intersection.

An important point regarding a representation is that it is computable, i.e., it can
be implemented in a computer. To emphasize this point, the following term from the
Standard for the Exchange of Product Model Data (STEP) [ISO 10303-1, 1992] is
helpful: an information model is "a formal (being in accordance with rules explicitly
established prior to use) model (an abstract description) of a bounded set of facts,
concepts or instructions to meet a specified requirement." The term representation has

been used above instead of the term information model due to the related use of the
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former in computational geometry, as well as to emphasize both the structure and
operations of the information. However, both terms can be used interchangeably in this

thesis.

DEFINITION 2.4 The analytical building block (ABB) representation is a
representation of analysis models. (This thesis defines the structure and operations of this
representation.)

A specific ABB represents a specific analysis model (e.g., an ideal spring). Thus,
analysis models are the "reality" in the ABB representation analogous to physical object
shape in geometric representations (Table 2.1). In the name of this representation,
"analytical” conveys that the representation has an exact form, while "building block”

means that a specific ABB can be used to build other ABBs and so on.

DEFINITION 2.5 A product model is a representation of a product (e.g., a physical
system, assembly, or part) that contains product life cycle information.

Life cycle information is that information needed by all parties associated with a
product, including design, analysis, manufacturing, installation, repair, marketing, and
management. Such information includes geometry, bill of materials, assembly instructions,
and test specifications. Currently no such computer-based, omniscient product model
exists, but steps are being taken in the NIST PDES / ISO STEP project described later
towards such a product model [ISO 10303-X]. For the purposes of this thesis, the term
product model will be used in a narrower sense to mean the representation of design-
oriented product information in order to distinguish it from analysis-oriented

representations.
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DEFINITION 2.6  An analytical primitive is an ABB representing analysis concepts such
as basic continua, discrete elements, state variables, and material models.

In the above order, examples include ideal beams, ideal springs, displacements, and
linear elastic stress-strain models. Product information is not included in an analytical

primitive.

DEFINITION 2.7  An analytical system is an ABB that is a collection of analytical
primitives.

As with analytical primitives, product information is not included in an analytical
system. Figure 2.1 illustrates that analytical primitives (distributed load, beam, and linear

elastic material) can be assembled to form an analytical system (an Euler beam system).

Analytical Primitives Analytical System

Distributed Load

Beam, HIH Material

Euler Beam System

Figure 2.1 Analytical System Composed of Analytical Primitives

DEFINITION 2.8 A product model-based analytical model (PBAM) is an ABB that is
a collection of other ABBs and linkages with a product model.
Thus, the PBAM representation (defined in this thesis) is a special case of the

ABB representation. In simpler terms, a PBAM is a representation of an analysis model

12



that includes linkages with product design information. An ideal spring alone could be
represented as an analytical primitive. However, the representation of an ideal spring and
how it relates to the product model of the real physical spring can be achieved using a
PBAM (as will be shown). Note that a PBAM can be built from other ABBs, including

analytical primitives, analytical systems, and other PBAMs.

The above terms will be used in the remainder of the thesis to communicate precisely what

model is being referred to at any given time.

2.2 The Engi ine Analysis P
The engineering analysis process can be defined as solving engineering problems by "the
analytical prediction and interpretation of physical phenomena, for the purpose of
providing a basis for all manner of engineering decisions involving design, evaluation, and
use of equipment” [Ryder, 1961, p. 1]. In what they term the professional method, Ver

Planck and Teare [1954, p. 28] identify five stages of the engineering analysis process:

Stage 1. Define the problem
Collect and analyze the facts in relation to the original question in order to
fully discover and define the problem.

Stage 2. Plan its treatment

Determine what values, principles, attitudes, and basic practices are
applicable to the problem. Plan the means of dealing with the facts in the
light of these ways of approach.

Stage 3. Execute the plan

Carry through the plan so as to reach a decision or result. (Often the
decision does not end the problem but clarifies or changes the issue so that
the problem is started over in a new aspect.)

Stage 4. Check the work as a whole before using the solution

13



Go over the results, first systematically, then realistically in terms of use,
and at last with reference to the general knowledge and experience of that
field.

Stage 5. Learn and generalize if possible
Take thought to find what can be learned that is of value in the situation at
hand and what can be learned that may be of use in future problems.

They also identify four functions that may be performed throughout the process as a whole

as well as at each of the above stages:

Function 1. Simplification
a. By restricting assumptions.
b. By condensed, exact statement in words or in symbols.

Function 2. Alternation between analysis and insight.

Function 3. Checking validity, both systematically and realistically in
terms of use.

Function 4. Using all that can be learned by experience as the solution
proceeds as a basis for correction and as a guide to future steps, even if this
involves radical change in the problem or its treatment.

They note that engineering analysis is a deductive process (applying general principles to
the specific design problem at hand), where as the scientific method which is inductive
(seeking to find general principles from observation of specific cases). Numerous case
studies showing how to apply their professional method to "real engineering problems" are
included. As opposed to textbook problems that are geared towards aiding the learning of
a particular topic, their problems are "real” in the sense that they are representative of
those encountered by practicing engineers. Such problems usually are not neatly setup

and typically do not have a single clean answer.
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In a book with a similar bent towards teaching the process of solving “real”
engineering problems, Ryder summarizes his universal technique for problem solving in

the following six steps [Ryder, 1961, p. 7]:

1. The problem is recognized and defined.

2. A distinction is made between the essential and the nonessential
phenomena, and the latter are ignored, or else set aside for later
consideration.

3. Idealizations and simplifications are made which will render the problem
manageable without making the results misleading.

4. The significant parameters are noted and the physical relationships among

them are expressed in mathematical form.

The relationships are manipulated to yield significant mathematical results.

6. The mathematical results are interpreted in terms of the physical conditions
which they represent.

et

The authors of both books note that the steps they define are not always sequential
but involve strategies of high-level overviews that gain more detail with iterative
decomposition (much like the design process itself). Backtracking and modification are
also noted as frequent occurrences during the development of a new analysis model.

Planck and Teare identify two extremes of analysis in engineering practice [1954,
p- 1k

1. Day-to-day application of previously developed analysis models.

2. Development of new analysis models for new products and/or new situations.
Though not specifically labeled as such by them, these extremes are analogous to the
variant and adaptive/original classes of design, respectively, defined by Pahl and Beitz
[1988]. Brown and Chandrasekaran [1984] categorize design problems in a similar
manner with the terms Class 1, Class 2, and Class 3 design. Class 1 (original) design
involves developing a new solution principle to perform a new or known task (e.g.,

creating an automobile power source beyond fossil fuel engines and electric engines).
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Class 2 (adaptive) design adapts a known system to accomplish a changed task (e.g.,
designing a bicycle powered lawnmower). Finally, Class 3 (variant or routine) design
varies the size and/or arrangement of some aspects of a chosen system to perform the
same basic function (e.g., developing screwdrivers with the same basic shape, but with
varying sizes). Such distinctions have proven helpful in focusing and categorizing design
automation research. For example, rather than trying to tackle the whole spectrum of
design, Brown and Chandrasekaran [1984] concentrate on strategies to aide Class 3
design.

In a similar vein, the following types of analysis models are defined now to clarify

the problem addressed in this thesis.

DEFINITION2.9 A routine analysis model is an established analysis model that is
repeatedly used on a specific type of product.

For example, Engelmaier has developed an analysis model which estimates the
fatigue life of solder joints on a PWA [1983, 1989]. He defines which types of
components the analysis model is valid for (e.g., surface mount chip resistors), and he
specifies which idealized geometric parameters and material properties to use. Apparently
his analysis model is used commonly in industry today, as evidenced by its inclusion in
handbooks (e.g., [p. 158, Hinch, 1988]), conference tutorials (e.g., [SMT CON, 1991]),
and technical courses (e.g., [SMT DEM, 1992]). Product designers simply can use this
analysis model by plugging in data specific to their own PWAs; they do not have to
develop their own analysis model to predict solder joint fatigue life. (As this analysis
model is used as a case study described later, the complete articles [1983, 1989] are

included in Appendix B).
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Routine analysis is the process of employing routine analysis models, which
emphasizes repeatedly using proven analysis models on new product instances and on
design iterations for the same product instance. The variables and relations used in a
routine analysis model are known a priori and are relatively constant. In contrast, the
value of each variable (e.g., the length of a resistor) is not known beforehand but is
dependent on the specific product instance being analyzed.

The term routine is not meant to imply that the analysis model(s) involved are
simplistic. After an analysis model has been developed and its utilization in design is
understood, even the most sophisticated analysis model could be considered a routine
model. Understanding the limitations of the analysis models and knowing how to apply

the results to design are the primary skills required of a user of routine analysis models.

DEFINITION 2.10  An adaptive analysis model is a new analysis model developed by
adapting some aspect of an existing routine analysis model.

For example, if an existing routine model supports only steady state loads, one
could investigate the effects of time-varying loads to see if any particular advantages are
gained (e.g., better correlation between analysis results and experimental results). Thus,
the emphasis of this class of analysis is to extend an analysis model, not just use it.
Validating the resulting new analysis model using representative product data is also part
of the adaptive analysis process. A specific example of adaptive analysis would be
extending Engelmaier’s analysis model to include the effects of conformal coating (a resin
often applied over a whole PWA to improve reliability under severe environmental

conditions [Pound, 1989]).
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Table 2.2 Classes of Engineering Analysis

Class Task Performer Task Task Output
Routine | Product Designer Use established analysis | Analysis Results,
model repeatedly. Design Changes
Adaptive | Product Designer or | Extend routine model Extended Analysis Model,
Engineering Analyst | for same product type. Sample Results
Original | Engineering Analyst | Develop new analysis New Analysis Model,
and Experimentalist | model for same / new Sample Results
product type.

DEFINITION 2.11  An original analysis model is an entirely new analysis model that:
1. Replaces or supplements existing analysis models for a given product type, or
2. Analyzes a new problem for a new or existing product type.

This type of analysis almost always would require correlation with physical
experiments to ensure its validity. This class of analysis focuses on analysis model
development rather than repeated analysis model use and typically requires the most
engineering intellect. The process of creating Engelmaier's original analysis model could
be classified as an example of original analysis. Creating analysis models to aide in the
design of micromachines [Kiriyama, 1993] is another example as neither the product nor

the analysis techniques are well defined.

Table 2.2 summarizes the above discussion and includes the person who typically might
perform each class of analysis. Note that the output of adaptive and original analysis can
be an analysis model which becomes a routine analysis model after widespread use. These

categories are not dogmatic and some overlap may exist.
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2.3 Aut ine Routine Analysis - P Vi int
Using the above definitions of the engineering analysis process as a basis, Figure 2.2
shows a typical engineering analysis process using IDEF, notation (see Appendix A)
which shows its context in the product design process [adapted from MSC, 1990]. Note

that it includes iteration on the design itself, as well as iteration on the analysis model as

mentioned above.

Design Changes
* Model Changes
Design Identify Create Execute Validate Determine
L >| Analysis |>| Analysis P> is > Design >
Product 1 Problem Mogel Analysis Results impact

Figure 2.2 Typical Engineering Analysis Process

Figure 2.3 gives a specific example of this generic process during the board layout
stage of the PW A design process. At this stage detailed component types are selected and
their location on the board is determined. Also, the board outline, parent assembly
interfaces, and cooling needs, are typically determined at this stage. The figure is based
on previous work by Yeh and the author of this thesis in who developed a detailed IDEF,
process model of the PWA design process [Fulton, Ume, et al., 1990].

Each product requirement to be checked may have its own analysis model or series
of analysis models to judge if the preliminary PWA design is acceptable. It is important to
note that numerous analysis models exist that can be used to check suich PWA
requirements.  For example, Mentor Graphic's Autotherm computes component
temperatures to check component reliability. Lau [1991] contains numerous solder joint
fatigue models (though not all are oriented towards design use). Steinberg [1988] devotes

a whole book to electronic equipment vibration analysis. Garratt [1993] describes work
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Solder Joint Fatigue - w/ Warpage Effects®
Solder Joint Fatiguie - Vibration " [Steinberg, 1988]
Plated Through-Hole Fatigue
Manufacturability .
PWA Wa e - Reflow Soldering [Garratt, 1993]
PWA Deflection - Bed-of-Nails Test [lannuzzelli, 1990]
Component Placement Time

Designer

*Case Study Examples  [Engelmaier, 1983, 1989; Lau, et al. 1986}

Figure 2.3 PWA Design Validation Process

initiated in the Advanced Electronic Packaging Lab (AEPL) at Georgia Tech to simulate
thermomechanical deformations in a simplified bare printed wiring board (PWB) during
the reflow soldering process. Furthermore, lannuzzelli [1990] describes a suite of analysis
models to simulate the behavior of a PWA during various manufacturing processes,
including bed-of-nails testing.

The results obtained from such analysis models may indicate the need for a design
change. For example, if the design is deemed unacceptable from a component reliability
point of view, the component could be moved to a cooler area on the PWA (as shown in
modified PWA layout in Figure 2.3), or the enclosure could be modified to provide more
cooling to that area of the PWA. Resources permitting, this modified PWA design should
then be re-checked.

These examples show how a variety of checks needs to be made during the design
of a product. For a given product type (e.g., PWAs), the same types of analysis models

typically need to be created and executed for each new product instance and at several
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stages during the design process. In such cases it would be helpful to have pre-defined
catalogs of such routine analysis models that can be used after being populated with the
specific data of a new design as needed.

Without going into the details of the PBAM representation yet, the potential
benefits of such a routine analysis model representation will now be discussed. The point
of view taken is how one would use a catalog of routine analysis models after they have
been represented as PBAMs and implemented in a computing environment.

With checking solder joint fatigue as an example context, Figure 2.4 illustrates a

Ex. Check Solder Joint Fatigue Analysis Model Catalog
Solder Joint Fatigue Models PBAMs

PSB = Plane Strain Body
3. Plane Strain Model

[Lau, etal. 1986]  [__Substrate/PWB: Pssé i
Solder Joint: PSB

Component

1. Extensional Model
[Engelmaier, 1983, 1989]

SubstrateIP Flod

older Joint:

2. Bending Model

[Mao and Fulton, 1992] [___Substr__ate/PWB Boam ]
Solder Joint: Short Beamn

User Actions

1. Select Analysis Model

2. Connect Product / Analysis Entities
PWA #95415

R110 PBAM
(Resistor] component, (1) .
L "“ > ¢ Plane Strain Model

[Lau, et al. 1986]

PSB = Plane Strain Body
1/day —>_) Qytrequercy, f [__Component: PSB_}\

55°C — ] ret.temperature, T, [ Substrate/PWB: PSB LJ
195°C —>] d EadskR, T, Solder Joint: PSB —

3. Obtain Result 3536 cycles <€—J| tatue ife, 1\5‘ Model 3

Figure 2.4 Routine Analysis Using PBAMs
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PBAM usage scenario. Depending on the design stage and problem being addressed,
analysis models of varying complexity and computational cost could be needed and would
be part of the catalog as illustrated. First, the user selects which analysis model
(represented by a PBAM) to use. Second, the required product and analysis entities are
connected to the selected PBAM at a high level. In Figure 2-2 the component of interest
(R110), the load frequency, and the temperature extremes are such inputs. The PBAM
automatically extracts detailed information from the connected product and analysis
entities to create the analysis model it represents. The creation, execution, and interaction
of submodels within the analysis model (if applicable) are also handled automatically.
Finally, the PBAM allows the user to obtain the results in a form that is meaningful to the
problem at hand. A solder joint fatigue life of 3536 cycles is the result shown in the
figure.

Per this example, one can view a PBAM as a black box to which the user inputs
product and analysis information. Analysis results are then obtained without the user
having to deal with all the detail inside the analysis model representation. In a nutshell,
from a process viewpoint, this thesis addresses the problem of representing analysis

models in order to automate routine analysis.

As another perspective of automating routine analysis, this research also addresses the
information integration problem of accessing certain types of resource information, i.c.,
building blocks for engineering design. Some classifications of resource information are
shown in Figure 2.5. Dym and Levitt [1991] offer an alternate "typology of engineering

knowledge" which is broader and more abstract than the categorization given below.
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- Vendor Catalogs - Previous Designs

- Operating Environments - Design Process Description
etc. - Human Factors Models

Figure 2.5 Resource Information for a General Design Task

To automate any design task (including analysis), resource information needed to
perform the task must be accessible. Therefore, a prerequisite to design task automation
in general is the representation of such resource information. Hence, the creation of a
general representation of routine analysis models addresses a subset of this information
integration problem.

A paraphrase of one popular definition of engineering information integration is
providing the right information at the right time in the right form to perform the right
task. Often this information provision requires a distinct process step that transforms
information from one form into another. In general this transformation can be viewed as a
mapping between information schemas (i.e., information models or representations)
[Rangan, 1992; Rosen 1992].

Per the ANSI 3-schema architecture [see, e.g., Bray, 1988, p. 60; Yang, 1991]
Figure 2.6 shows how common neutral schemas can be used to exchange information

between various CAD/CAE tools that may have their own proprietary internal schema.

23



Neutral Schemas
mo e0

Material n Equation
> /
Assembly| etc.
g0 \ 10
Finite Element

Geometry
Application
Schemas
g1 g2 f1 f2
AutoCAD | | IDEAS ANSYS|-+ |NASTRAN

Figure 2.6 Integration by Mapping between Neutral Schemas

However, the similarity between the source and target schemas greatly influences the
complexity of the mapping process. For example, exchanging a geometric model between
two geometric modeling tools (e.g., AutoCAD and SDRC IDEAS), or exchanging two
finite element models between finite element analysis tools (e.g., ANSYS and
NASTRAN), though not trivial, is a simpler problem than transforming a product model
into an analysis model. Characteristics of these two different types of mappings, termed

homogeneous and heterogeneous for convenience, are given in Table 2.3.

Table 2.3 Characteristics of Homogeneous and Heterogeneous Transformations

Amount Constrained Dependency on
MaBEing Txpe Example Forward Inverse Attribute Values
Homogeneous gleoglorg? = Fully = Fully Low
Heterogeneous | (g0, mO, etc.)e>f0 Under Highly High
Under
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Defining intermediate representations that fit somewhere in between product
representations (e.g., of detailed geometry) and general purpose analysis representations
(e.g., of finite element models) is one approach to helping bridge the gap between

heterogeneous schemas. The PBAM representation can be viewed as one such

intermediate representation.

2.5 Summary
This chapter defined different types of models that are dealt with in this thesis, including
analysis models, product models, and PBAMs (which are representations of analysis
models). The engineering process in general and the routine analysis process in particular
was described. Routine analysis models were identified as the class of analysis models
addressed by the PBAM representation. Then a preview was shown from a user view of
how PBAM:s could help automate the routine analysis process. Finally, the design-analysis
information integration problem was reviewed. A brief summary of the problem addressed

in this thesis follows:

A representation of routine analysis models is needed that bridges the
integration gap between product information and analysis information.
This thesis is an attempt to define such a representation, which is called

the PBAM representation.
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CHAPTER 3

RELATED WORK

Other research efforts in the area of automated analysis are now described, and their
relations to this research are noted. Organization is roughly based on the analysis process

model given in Figure 2.2.

A general theme noted by Rosenberg and Redfield [1988] is that the generation of

solutions once an analysis model has been defined is a fairly well-developed field. Thus,
one major area of research in automated analysis is automated modeling, ic., the

generation of models by computer assisted/automated means.

3.1.1 General Industrial Practice

The first step in a typical modeling process employed in industry today is manually
creating an abstracted/simplified model of the detailed product scenario. Geometric and
behavioral simplifications are made (e.g., neglecting small radii, assuming linear stress-
strain relations, and assuming a pure planar state of stress). It is after this step that a tool
like MSC/XL [MSC, 1990] is used to capture this simplified model for subsequent
discretized finite element analysis. Alternately, if the analysis model is simple enough, the
mathematical boundary value problem model may be developed and solved manually or
automatically in a tool like Mathematica [Wolfram, 1991]. Thus a large gap exists
between the detailed product data model and the analysis model using current practices.

Mentor Graphics' PWA thermal analysis tool, Autotherm [MGC, 1991b], offers an
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example of limited association between detailed product model and analysis model.
However, such specialized tools typically suffer from limited extendibility and

applicability.

3.1.2 Automated Modeling in FEA

Finite element analysis (FEA) is perhaps the most commonly used analysis technique in
industry today. Much work currently is aimed at automating element selection and mesh
generation [Mackerle and Osborn, 1988]. Typically the prototype systems reviewed query
the user to obtain necessary input information (e.g., PLASHTRAN [Cagan 1987)).
SACON, in a review by Mackerle and Osborn [1988], starts one step back and helps the
user select a FEA strategy.

Shephard and his colleagues at Rensselaer Polytechnic Institute have done
extensive work in the area of design and analysis integration [e.g., Shephard, et al, 1988,
1990, 1992; Niu and Shephard, 1990; Wentorf, et al., 1992]. In general their work
appears to be aimed more towards the automation of adaptive and original analysis, with a
focus on the geometric aspects of finite element-based analysis models.

For example, Shephard and Finnigan [1988] describe an approach for integrating
geometric models and finite element models. Their non-product model view requires that
attributes (e.g., material properties) be added to the geometric model in preparation for
finite element (FE) modeling. They conclude that the generalized simplification of product
geometry for FE modeling purposes and the use of multiple element types remain open
issues.

With an extensive background in automatic mesh generation, Shephard and
associates evidently have approached the design and analysis integration problem starting

from FEA and moving towards design. As this thesis has started at the opposite point,

27



there exists a good potential for extensions of this thesis to take advantage of their work,

and possibly vice-versa.

3.1.3 General Research Efforts

Dym and Levitt [1991] give a broad view of the use of engineering knowledge in design
and analysis. They claim that mathematical and numerical representations alone, though
essential, are inadequate, and that other means of representing engineering knowledge are
needed. They note the value of search as a problem solving technique, as proposed in
Chapter 2, but offer no application of it towards engineering analysis.

The Finite Element Analysis Critic in CASE [Rehg, et al., 1988] is intended to
perform the modeling, solution, and feedback tasks of Figure 2.2, but it is not clear how it
actually works.

Mashburn and Anderson [1991] propose the idea of constructing analysis models
for kinematics from primitives; however, the linkage between model primitives and
detailed product data is not mentioned.

An ‘"intelligent modeling environment" implementation (ATHENA Aide) is
described by Fink, et al. [1988] in which the detailed situation (in this case a power plant)
is first modeled by an analyst using discrete idealized power plant components
(WestinghousePump, WestinghousePressurizer, etc.). These components, which are
represented using objects, are models that are in between detailed product data and
generic analytical primitives, thus, triggering this research towards the notion of PBAMs
which act as semantic handles for the designer. In these authors' opinion "the initial
abstraction of a [analysis] model for the physical system of interest is a task that must

remain with the analyst."
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A series of papers by Powell and An-Nashif [Powell and An-Nashif, 1988; An-
Nashif and Powell, 1989, 1991] describe a similar approach for automated the modeling of
frame structures which starts with an intermediate application-specific model based on
their component-connection representation. As with Fink, et al., the analysis model thus

generated is used as input to a FEA system but is not linked to a detailed product model.

3.1.4 Problem Solving Using Libraries of Primitives

The definition of a finite set of primitive components for use in building complex systems
is a decomposition approach to problem solving that is quite common in engineering. For
example, the Initial Graphics Exchange Specification (IGES) defines geometric primitives
that can be combined into complex geometric models [NIST, 1990]. The development of
libraries of product modeling primitives that range from generic to specific applicability is
the basic concept behind the layered architecture found in the Standard for the Exchange
of Product Model Data (STEP) [Yang, 1991]. Analogously, this thesis is an attempt to
define a representation that could be used to create libraries of analysis models.

This idea of libraries of analysis models has been indirectly proposed by Dodds, et
al. [1982] in their suggestion of an "engineering mechanics machine." Parisi and Rehab
[1986] describe an implementation of a "probability virtual machine” for use in engineering
computations. The Mathematica system [Wolfram, 1991] and the differential equation
system of Peskin and Russo [1988] are examples of systems with libraries of mathematical

primitives.

3.1.5 Libraries of Analysis Entities within STEP
Much of the CAD/CAE effort of the past 20 years has focused on the geometric
description of products. Recently attention has been given to including non-geometric

information such as material, assembly information, cost, and versioning; thus, the
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emergence of product models. STEP (the STandard for the Exchange of Product Model
Data) is an effort headed by the International Standards Organization (ISO) aimed at
providing standard representations of product data (i.e., standard libraries of product-
related entities) [ISO 10303-X; Ryan, 1992]. The initial focus of this effort is the
exchange of product data between heterogeneous CAD/CAE tools. PDES (Product Data
Exchange using STEP) is a U. S. activity aimed at accelerating the development of the
STEP standard.

The entities defined in STEP contain attributes which can be inherited by sub-
classes but have only loose behavioral association. Therefore, the current STEP approach
appears to be based more on the Al notion of frames (also known as schemas [Charniak
and McDermott, 1985]) rather than full-fledged objects.

Representation of some types of resource information, such as materials and finite
element models, also is being addressed in STEP. The Reference section in this thesis
includes a complete listing of the Parts (i.e., a collections of related entities) within STEP
as of the writing of this thesis. The numbers indicate the assigned Part number (e.g., Part
104 defines entities related to finite element analysis). Thus, STEP is actually a collection
of standards where each Part is a standard that may utilize other Parts. A complete listing
of STEP Parts as of this date is included in the References at the end of this thesis.

Only Part 11 (The EXPRESS Language) has completed the standardization
process to date, while several other Parts are Draft International Standards (DIS). Many
Parts are in a lesser draft status and have a long ways to go, so it remains to be seen how

effective these standards will be in actual industrial practice.
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3.1.6 Design Synthesis Using Analysis Models

Redfield and Mooring [1988] describe the use of analysis models (bond graphs) as a
starting point for synthesizing specific products which have the desired behavior of the
analysis model. This approach is useful for conceptual design as it lets one explore many
design alternatives to achieve the desired behavior. Luth, et al. [1991] and Jain, et al.
[1991] propose a similar approach for mapping from function to form and use idealized
application-specific entities (Hanger, FloorPlate, etc.) in the conceptual structural design

of floor framings. No linkage to the subsequent detailed product design is indicated.

32 Analysis Model G ion Using Product Model Dat
Many acknowledge the importance of providing access to the product design information
required for an analysis [Dym and Levitt, 1991; Komngold, et al., 1991], but apparently no

one has yet shown how generally to represent analysis models with linkages to the detailed

product data.

33 R tation of Analysis Probl
Dixon, et al. [1988] define design problems in terms of initial design states and desired
states. They consider analysis as a kind of "assessment" problem, which can be classified
according to the type of analysis required and the level of certainty desired.

Similarly, an analysis is identified as a special case of "verification” by
Chandrasekaran [1990] where verification is one kind of design subtask. He suggests the
idea of attempting to solve a problem first with qualitative analysis. The subsequent
qualitative results may indicate the need for a detailed quantitative analysis. Shepherd

[1988] focuses on analysis problems in particular and
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.. addresses the issues of specifying the functional information beyond that
of the geometric domain of the object needed to qualify a problem in
mathematical physics for which an engineering analysis is to be performed.

He defines a geometry-based approach to specify this information.

Mistree, et al., [1990] have developed Decision Support Problems (DSPs) as part
of their Decision-Based Design paradigm. DSPs appear to be definitions of analysis
problems with a strong design process and optimization perspective. Bras [1992] in
particular has looked at "designing design processes,” where in one sense defining the

analysis problem is defining the design process which initiates, performs, and uses an

analysis.

34 R ation of Analysis Model

3.4.1 Requirements of Analysis Model Representations

Breedveld [1988] defines necessary characteristics for an analysis model using the bond
graph representation. As bond graphs have been primarily used to date in modeling
discrete physical system dynamics, emphasis is placed on connectivity characteristics
including rules for connecting primitives. However, links with product data are not
mentioned. Other objectives for analysis model representations are identified in the next

chapter.

3.4.2 Quantitative Representations

Dym and Levitt [1991] discuss the appropriateness of various knowledge representations
from the field of artificial intelligence for general engineering applications. Below is a list
of several current analysis model representation schemes. Included is a qualitative

judgment of their shortcomings with respect to application in automated routine analysis.
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1. Mathematical Equations: Lack of semantic handle.

2. Procedural Languages: Poor reusability.

3. Bond Graphs: Lack of semantic handles.

4. Relational Tables: Awkward association with behavior.

5. Finite Elements: Little capture of analysis intent.
Additionally, all the above representations suffer from a lack of association with the
detailed product/situation that is being modeled. With the possible exception of bond
graphs [Rosenberg and Karnopp, 1983; Ingrim, 1989a], they do not easily support
inheritance of attributes and behaviors. Capture of derivational information that is needed

to express assumptions and limitations of the analysis model is also not achieved.

3.4.3 Qualitative Representations

DeKleer and Brown, Forbus, and Kuipers describe the fundamental concepts of
"qualitative reasoning about physical systems" in a book by the same title [Bobrow, ed.,
1984). Fruchter, et. al [1991] describe the application of such concepts to the design and
analysis of civil engineering structures. Kiriyama [1992, 1993] has defined analytical
building block-like entities with qualitative behavior using Forbus's qualitative process
theory for a variety of engineering applications.

Qualitative analysis models have not been pursued in this thesis. They are viewed
in a broader sense as another type of analysis model which fit in at the lowest point on the
analysis model accuracy scale. However, their utility cannot be overlooked since design
rules that require non-numeric evaluations and explanation of results can potentially take

advantage of qualitative analysis models.
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3.5 Summary of Gaps

Considering the preceding literature review, the following two items stand out as having

received little attention:

o General approaches for linking detailed product models and engineering analysis
models.
o Concurrent representation of multiple analysis models of varying complexity and

applicability for the same product.
Therefore, the claim in Chapter 2 that there is a need for a representation that addresses

these gaps is apparently justified. The next chapter discusses these issues in more detail

and identifies the capabilities that an analysis model representation should have.
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CHAPTER 4

OBJECTIVES FOR ANALYSIS MODEL REPRESENTATIONS

Better one handful with tranquillity
than two handfuls with toil and chasing after the wind.
Ecclesiastes 4:6 [NIV]

The previous two chapters defined the general problem of automating routine analysis and
identified some of the gaps in the current state of automated analysis in general. This
chapter defines the capabilities that an ideal analysis model representation should have to
address the automated routine analysis problem and related gaps. The primary purpose
here is to define the targets at which the PBAM representation has been aimed. These
targets can be used as criteria for evaluating potentially any proposed analysis model
representation, as is done in Chapter 10 for the PBAM representation.

The new capabilities that are the focus of this thesis are discussed in the first

section of this chapter and are called THESIS OBJECTIVES (Figure 4.1). Other capabilities

Represent Routine Analysis Models
Automate Routine Analysis

Provide Product-Analysis Associativity
Represent Multiple Complexity Levels
Support Analysis Model Options

Be Modular / Seamless

Enable Rapid Analysis

Be Flexible

Enable Multiple Input/Output Directions

O 0NN kW

Figure 4.1 THESIS OBJECTIVES for Analysis Model Representations
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that any ideal analysis model representation should fulfill are labeled OTHER OBJECTIVES
(Figure 4.2) and are described in the second section. These categories are defined to
emphasize which new capabilities have been given priority in this thesis. Though an
attempt has been made to define orthogonal, measurable objectives, some objectives
overlap and some are related. In several cases, an overall objective (e.g., Objectives 2, 8,

and 9) is decomposed into other objectives as identified within the description of each

objective.

Support Dimensions of
Support Desired Capabilities: Analysis Model Diversity:
10. Provide Final Results 20. Purposes

11. Provide Intermediate Results

12. Enable Interaction of Analysis Models
13. Allow Multivalued Inputs

14. Provide Multivalued Outputs

15. Allow Solution Procedure Control

16. Allow Global/Local Models (Resolution)
17. Support Analysis Model Exchange

18. Utilize Existing CAE/CAD Tools

19. Encapsulate Existing Specialized

21. Product Domains
22. Product Types

23. Applications

24. Disciplines

25. Behavior Regimes
26. Solution Methods
27. Variables

28. Relations

29. Systems of Relations

Design-Analysis Linkages

Figure 4.2 OTHER OBJECTIVES for Analysis Model Representations

A number of these objectives were identified as needed capabilities through
discussions with engineers having extensive analysis experience (e.g., D. Agonafer of
IBM-Poughkeepsie, J. I. Craig of Georgia Tech-Aerospace Engineering, R. E. Fulton of
Georgia Tech-Mechanical Engineering, and C. P. Yeh of Motorola-Schaumburg). Some

needed capabilities were identified by the author in the course of carrying out the case
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studies in this thesis (e.g., OBIECTIVES 1, 4, 5, 12, 15, and 25). The need for other
capabilities are self evident if one considers the types of analysis models commonly
encountered in undergraduate engineering (e.g., Objectives 10-11, 18-19, and 26-29).
Where possible, references from the literature are given that further substantiate the need
for a particular capability. In some ways this chapter itself could be considered a minor

contribution of this thesis as it is one of the first known attempts to identify a

comprehensive list of desirable analysis model representation capabilities.

4.1 THESIS OBIECTIVES

OBJECTIVE 1 Representation Provide a representation of analysis models which
meets all other THESIS OBJECTIVES and many of the OTHER OBJECTIVES.

Many of the OTHER OBJECTIVES can be met today using disjoint and often ad-hoc
approaches which are difficult to implement and extend. Because of this situation, this
objective includes bringing together as many of those capabilities as possible into one
uniform representation.

The following list containing characteristics of a good knowledge representation is
based on criteria set forth by Rich [1983] and Winston [1984]. A good representation of
knowledge should:

a. Have a well-defined structure composed of a pre-defined vocabulary of symbols.
The logical pieces of the representation should be defined as well as rules on how
those pieces can be assembled together.

b. Have a defined method for being developed from the specific real world entities being
represented. For the representation to be useful, guidelines for mapping analysis
model descriptions into the representation (Development Guidelines) must be

provided.
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. Be capable of expressing any relevant aspects of the content of the real world input.
In other words, it should be complete with respect to its intended purpose. With
respect to the analysis model world, the "relevant aspects” are those needed to meet
the THESIS OBJECTIVEs (1-9) and OTHER OBJECTIVEs (10-29) identified in this chapter.
Being able to package these capabilities into one representation is itself viewed as a
major objective of this research, though not all capabilities are fully supported.

. Be easily modified. This criteria is covered by OBJECTIVE 6 (Modularity /
Seamlessness).

. Be understood by the people who are familiar with the knowledge being represented.
Engineers should be able to comprehend the representation of an analysis model with
which they are familiar. Ideally, the same engineers should be able to develop a
representation of a particular analysis model by using the Development Guidelines just
mentioned in item (b.).

Be explicit and transparent. The important features of an analysis model should be
easily recognizable in the representation. For example, problem geometry and material
properties should be identifiable, as well as the relations among such parameters. One
representation that does not meet this criteria would be a neural network
representation of analysis models. It would be considered an implicit representation
where the important features would be distributed among all the synaptic nets; thus,
they would be difficult to access and identify.

. Hide detail unless expressly requested (i.e., support encapsulation). To perform a
specific task using the representation, one should not have to wade through a large
amount of irrelevant information.

. Be concise. This criteria is somewhat subjective, but can be taken to mean "contains

only the necessary information."
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i. Be computable. Guidelines for transforming an analysis model representation into
specific computerized implementation forms (Implementation Guidelines) must be
given. For example, important algorithms should be expressed in pseudo code or flow
charts that have been tested in a specific computer language.

j. Be efficient. Several measures of efficiency can be defined including run time,
computer memory requirements. OBJECTIVE 7 (Speed) deals with run time efficiency.

Another way to view this objective is as an attempt to capture analysis models in a

computer at a higher level of intent than currently exists. For example, a typical finite

element model has little, if any, explicit information about how its attributes (e.g., material
properties, loads, idealized geometry) are derived from the product it is used on. Figure

4.3 illustrates how multiple analysis models can be associated with the same product type,

including how solution-method-specific discretized analysis models like FEM could be

derived from a PBAM (Finite Element Model 1.2.1) as illustrated. Finite Element Model

1.2.2 might have a finer finite element mesh than 1.2.1 in order to judge solution
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Figure 4.3 Multiple Analysis Models for the Same Product
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convergence. Thus, the higher-level intent of a PBAM can also enable the derivation of

multiple lower-level models.

OBIJECTIVE 2 Automation Fully automate routine analysis.

To make this objective measurable, the routine analysis process has been modeled as
having the steps given in Figure 4.4 (based on the discussion in Chapter 2). Steps 1 and 3
are design process steps that provide input to and receive output from routine analysis
and are shown for context. In this thesis, priority has been given to the case where routine
analysis is used for the purpose of design verification (Objective 20 Purpose).

As such, focus has been given to Steps 2.3 through 2.6. Hence, this objective with
respect to the PBAM representation is to alleviate the human engineer from tedious, error-
prone tasks. The engineer is still needed to understand what is going on inside an analysis
model representation, at least to the extent that the limitations of the analysis model are
understood. In other words the engineer is expected to know what design problems need
addressing (Step 2.1) and which analysis models are appropriate for different
circumstances (Step 2.2). Similarly, he or she must check the analysis results (Step 2.7)

and apply the results appropriately (Step 2.8).



[N

Design product.
2. Perform routine analysis.
2.1. Identify application (design problem).
2.2. Choose analysis model(s) for problem.
*2.3. Link analysis model(s) with product & analysis inputs.
* 2 4. Execute (solve) analysis models(s).
* 2.5. Manage interaction of analysis models.
* 2.6. Extract results.
2.7. Check results.
2.8. Interpret results to determine design changes.
3. Make design changes.

* Research Priority
Figure 4.4 Steps in Routine Analysis

Rosenberg and Redfield [1988] have noted that tools to automate some aspects of
product design (Steps 1 and 3) and many aspects of individual analysis model solution
(Step 2.5) are fairly well developed and could be thought of as "islands of automation."
From this perspective, this objective is to build bridges between these islands.

Note that a routine analysis model, by definition, does not require creation, as that
would require adaptive or original analysis. Rather, it requires instantiation, ie.,
populating a pre-defined template with product and analysis information that is specific to
the problem at hand (Step 2.3). Therefore, automating routine analysis is viewed as a
more realistic objective than automating engineering analysis in general.

Still, there are many challenges associated with automated routine analysis as
illustrated in Figure 4.5. As indicated, meeting this objective involves fulfilling Objectives
3,4,9, 12, and 26 in particular which are described in this chapter.
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Figure 4.5 Challenges in Automated Analysis

OBJECTIVE 3 Associativity Link analysis models with product models.

To achieve the automation objective just described, the product data must be linked with
the analysis data to provide input to the analysis model and to receive outputs from it.
These linkages are called product-analysis transformations (PATs) for future reference
(Chapter 6). Without such linkages, someone must manually perform these time-
consuming and error-prone information transfers.

The representation should support information flows in two directions
(corresponding to the forward and inverse forms of a PAT): 1) from product model to
analysis model and 2) from analysis model to product model. Characteristics of the
analysis idealizations and design synthesis operations that occur in these directions,

respectively, are now given.
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Analysis Idealizations

An analysis idealization is a transformation that simplifies the physical (product) situation
into analysis attributes [after Shephard, et al. 1990, 1992]. Idealizations have been
categorized by Finn, et al. [1992] as summarized in Table 4.1.

Table 4.1 Analysis Idealizations

Example
« Dimensional Reduction o Assuming deformation occurs in only one dimension.
o Geometric Symmetries o Assuming loads and behaviors are symmetric.
o Feature Removal o Neglecting fillets and small holes.
e Domain Alteration o Assuming an aerofoil to be a thin plate.
« Phenomena Removal « Considering only thermal behavior.
o Phenomena Reduction o Assuming thermal behavior does not include radiation

Because an analysis idealization is not typically as under constrained as a design synthesis
operation, and because it supply inputs to analysis models, an analysis idealization is
considered to be the natural direction of a PAT, while a design operation is called the
inverse direction of a PAT. Based on the categories in the previous table, Table 4.2 lists
typical inputs and outputs of analysis idealizations, which are natural inputs and natural

outputs of PATs per the preceding terminology.

Table 4.2 Inputs and Outputs of Analysis Idealizations
Inputs Qutputs

« performance specifications o simplified system parameters
« systems, assemblies, parts e body or region parameters

e detailed geometry - simplified geometry
e materials - material properties
- loads
- boundary conditions
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Design Synthesis Operations

Design synthesis operations generate product design information by adding detail to
analysis outputs or transforming them. As they can be thought of as the inverse of
analysis idealizations, the inputs and outputs in Table 4.2 reverse roles in design
operations. These operations are typically under constrained as illustrated by the

following examples.

Ex. Select a PWB material with CTE = 6 E-6 (in/in)/°C to match the CTE of a
ceramic component [see Engelmaier, 1983].
Ex. Determine a beam cross section where I = 0.5 in%.
Ex. For improved reliability, determine the (x, y) location of a component on a PWA
so that its temperature will be less than 100°C during operation [MGC, 1991b].
Ex. Select a gull wing component for increased flexibility versus a leadless component
to give improved fatigue life. Peak and Fulton [1992a] discuss electronic
component selection in general.
In each case, the design parameter (material, cross section, (x,y), and component) has
many possible choices to meet the given condition. The details of how each such design
operation is carried out is beyond the scope of this thesis. Therefore, the focus of this
objective with respect to this thesis is to have the analysis model representation determine
the inputs to such design operations (i.e., determine analysis idealization outputs, a. k. a.
analysis model natural inputs - see Objective 9 Directionality). Then, at a minimum, the
designer can find the desired design operation output by iteratively supplying candidate

design parameters and running the analysis to see if they meet the given condition.



Example

The issues and usefulness of such linkages are best illustrated by an example. Consider the
PWA shown in Figure 4.6. The product model of this part (i.e., its detailed definition:
geometry, electrical connectivity, etc.) can be created to some degree by an electrical

CAD (ECAD) tool such as BoardStation by Mentor Graphics Corporation.

Y PWA

cr101 -8 —EE-Ocr
-—-—--—-—n
.—-—‘R103

lﬁ )
~m8 cr133

s c153

503995 9X00 SERIES PWA

Figure 4.6 Sample Printed Wiring Assembly (PWA)

If one desires to determine the fatigue life of a component's solder joints, for
example surface mount resistor R110, then as a first approximation Engelmaier's model
[Engelmaier, 1983, 1989] (described in Appendix B) could be used. A cross-section of
the component - solder joint - PWB assembly is given in Figure 4.7 along with a

corresponding analysis model that is represented as an analytical system constructed from



analytical primitives. Only extensional deformation is considered for the resistor and PWB
so they are modeled as rods. Simple shear is the only assumed mode of deformation in the
solder joints to compute their fully relaxed shear strain, Ay, for use later in the Coffin-
Manson fatigue equation.

Figure 4.8 shows the information linkages between the analysis model and the
product model via product-analysis transformations (PATs), ®;, with the R110-Rodl
linkage given in detail. Note that the resistor, R110, and the PWB are themselves
complex assemblies and that the product model contains much detailed information that
the analysis model does not use (e.g., toleranced dimensions). Consequently some
transformations are performed on the product data to simplify it for use in the analysis
model (e.g., a simple nominalization function performs the transformation @3 D-

ECAD tools typically do not capture all the information that is needed to perform
even this relatively simple analysis. For example, functional product data, such as the
expected number of power-up cycles over the life of the product or the ambient operating
temperature, needs to be included in the product model. Similarly, the details of a typical
solder joint shape might be needed for more complex analyses and could be included in a

representation of the soldering process.

After the solution to this analytical system has been obtained, it is then used in
another relation and finally the resulting fatigue life estimate, Nf, must be fed back into the

product model.
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OBIECTIVE 4 Complexity Level ~ Represent analysis models of varying complexity
(e.g., topology, geometry, material model) for the same regional resolution.

Figure 4.3 also illustrates how multiple analysis models of varying complexity
levels can be associated with the same analysis application. Depending on the design
need, a simple analysis model with a formula-based solution (PBAM 1.1) might suffice, or
a more detailed analysis model (PBAM 1.2) might be used which requires a more costly
finite element solution. Consequently, it is felt that supporting analysis models of varying
complexity levels should be supported by an analysis model representation. Kiriyama
[1993] and Catley, et al., [1991, p. 198] concur with this objective of having analysis
models of varying complexity for different stages in the design process (with respect to
micromachine design and ship design, respectively). The description of the case studies in
Chapter 9 contains examples of solder joint fatigue analysis model variations.

Analysis models having the same regional resolution (i.c., covering the same basic
geometric area), might vary in terms of compositional topology (i.e., number of distinct
bodies). Within a given body, complexity variation also can occur in terms of geometric
detail, behavior dimensions (e.g., extension (1D) vs. plane strain (2D) deformation), and
constitutive relation (e.g., linear elastic vs. bilinear plastic material models). This concept
is illustrated for determination of solder joint strain in Figure 4.9 where analysis models of
increasing complexity at the same regional resolution (Region 2) are labeled Level 1

though Level 4.
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OBJECTIVE 5 Options Allow choices in analysis model operation.

For increased flexibility, an analysis model representation should include options
that the user can select to specify variations in analysis model behavior. Categories of
such options include complexity level (OBIECTIVE 4), different load conditions, and

whether or not to include different effects (Table 4.3).

Table 4.3 Typical Analysis Model Options

Option Type Example

» loading option o steady state vs. transient loads

o complexity variations e geometric detail, stress-strain model type

« additional effects  warpage effects

o subsystem substitutions e extensional vs. plane strain analysis models

As a further example, suppose one is interested in the fatigue life of a structure
under a cyclic load. A typical analysis model for this case could be divided into two major
submodels that perform the following steps: 1) determine the maximum stress in the
structure (using a structural analysis model), and 2) determine the fatigue life based on
that stress and material properties (using a material fatigue model). One possible option
category for this case would be the structural analysis model used (e.g., a simple rod, or a
complex body supporting 3D stress-strain states).

Such options may not be dependent on internal analysis model factors, but rather
may be determined by external factors like the accuracy needed at a particular design
stage. As discussed in Objective 4 (Complexity Level) a simple formula-based structural
analysis model might be appropriate in the early stages of design. Factors effecting the
selection of this option could include the desire for quick answer (with low computational
cost) which does not have to be very accurate. Using such external factors to select

analysis model options is not considered in this research. However, supporting analysis
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model options at least would give the user something to choose from and, hence, would

make an analysis model representation versatile and adaptable to different design needs.

OBJECTIVE 6 Modularity/Seamlessness Provide modularity to represent new analysis

models with minimal impact on analysis models already represented.
Modularity of knowledge representations has been defined to mean "the ability to add,
modify, or delete individual data structures more of less independently of the remainder of
the database, that is, with clearly circumscribed effects of what the system knows' " [Barr
and Feigenbaum 1981, p. 149]. In other words, with respect to analysis model
representations, this objective deals with the following questions:

a. Can new analysis model instances be added?

b. Can existing analysis model instances be changed?

¢. Can existing analysis model instances be deleted?
Current ad-hoc or specialized approaches to design-analysis integration suffer particularly
in these respects. Unless a CAD/CAE tool was developed in-house, it is likely that the
users have little, if any, means for adding or changing types of analysis models.

Another type of modularity, termed constructive modularity, also is desirable.
Constructive modularity means that a representation of a particular analysis model can be
built from predefined analytical building blocks (including representations of other analysis
models). The newly represented analysis model can in turn be used as a component in the

representation of another analysis model.

OBJECTIVE 7 Speed Give rapid results.
In order to be optimally useful during interactive design, a routine analysis model should

provide results within seconds (or at most minutes) from the click of a mouse. The
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execution (solution) phase of complex analysis models will often necessitate longer times,
so this objective is largely limited to minimizing the time it takes for the creation (and

interaction) of the analysis model(s).

OBIECTIVE 8 Flexibility Accommodate a wide variety of analysis models.
OBIECTIVES 20-29 define some of the axes along which analysis models vary. Therefore,

this objective is to have those objectives achieved as a whole to a large degree.

OBJECTIVE 9 Directionality Allow different combinations of inputs/outputs.
Because there are different transformations that occur in engineering analysis, it is
necessary to identify them and their natural and inverse directions. Using Figure 4.5 as a
guide, these transformations are listed here and are explained in the indicated Objective.
e Product-Analysis Transformations (PATs) - See Objective 3 regarding product-
analysis associativity.
e Analysis Models - See below in this Objective regarding the input/outputs of
individual analysis models.
e Analysis-Analysis Transformations (AATs) - See Objectives 12 and 16 regarding

interaction of multiple analysis models.

Directionality of Individual Analysis Models

As will be amplified in OBJECTIVE 20 (Purpose) a subset of the variables classified as
inputs and a subset of the variables classified as outputs typically reverse roles in each of
the above types of transformations when the analysis model is used for design synthesis

versus design verification. Therefore, to the extent allowed by the nature of the
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underlying relations, it is desirable to change which direction the analysis is run (i.e., which
variables are outputs and which are inputs) to support such purposes.

The importance of this multidirectional capability is emphasized by the imminent
premiere of a new journal, Inverse Problems in Engineering [GB, 1993]. The term
inverse in the title typically means the output of analysis parameters that are normally
considered inputs to analysis models. The term multidirectional is used instead in this
thesis to include also the relations between analysis information and design information
(PATs), and to emphasize that there is not just one possible output direction. According
to the call for papers of this journal, inverse problems include those that determine shape,
material properties, boundary values and initial values, forces, and even governing
equations. With the exception of the last item, these items are typically natural inputs to

analysis models that require solution techniques such as finite element analysis.

Table 4.4 Natural Inputs and Outputs of Finite Element Analysis

Natural Inputs Natural Qutputs
e system parameters o fields of state
 body /region parameters - stress
- geometry - strain
- material properties - deformation
- loads - temperature
- simplified boundary conditions

Natural inputs to a finite element analysis (FEA) for thermomechanical problems
are geometry, material properties, and simplified boundary conditions (e.g., forces,
temperatures, and displacements in discrete or "nice” analytical forms such as uniform,
linear, quadratic), and natural outputs include discretized fields for stress, strain, and
displacement (see Table 4.4). This observation can be conﬁrmed by reviewing FEA
modeling languages such as Prep7 in ANSYS [SASI, 1990].
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If the desired output is a natural input (e.g., a material property such as CTE),
obtaining the solution typically will require an iterative method. Finite element programs
often provide built-in procedures for such inverse problems. As an example, ANSYS
offers "feature-based parametric optimization" functionality [SASI, 1993, p. 13] where

natural inputs such as height, thickness, and number of rib stiffeners (for an ice cube tray,

in their example) can be determined as outputs.

4.2 OTHER OBIECTIVES
OBJECTIVE 10 Final Results Provide final results.
The purpose of an analysis model typically is to give final results to some problem.

This objective goes without saying, but is listed here as a comparison to the next objective.

OBJECTIVE 11 Intermediate Results Provide access to intermediate results.
Results determined at different steps in the analysis model can provide insight to

the designer and can be used for judging the goodness of the results. Thus, access to their

values is important.

OBJECTIVE 12 Interaction Enable interaction of multiple heterogeneous analysis models.
As illustrated in Appendix B for the solder joint fatigue problem and in Figure 4.9, an
analysis model can require several relatively smaller analysis models to exchange inputs
and outputs in order to achieve the final results. The linkages that enable such interactions
are termed analysis-analysis transformations (AAT) in Figure 4.5 and as noted in Objective
9 (Directionality). Supporting interaction of global/local analysis models (OBJECTIVE 16)

is a special case of this objective with definite a natural and inverse directions.
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Interacting analysis models may be different along any of the lines defined by
OBJECTIVES 20-28. Niu and Shephard [1990] identify some of the issues in exchanging
information between different types of finite element models (e.g., different mesh nodal

points) and offer some solutions to such problems.

OBIJECTIVE 13 Multivalued Inputs Allow multivalued input variables.

In some cases it would be helpful to supply a collection of values to input variables and
get an collection of corresponding outputs as results (e.g., for parametric studies). This
collection is not the same as an input vector in that each operation in the analysis should
be performed on each member individually (e.g., scalar addition) in the case of a discrete

collection. Also the collection could be a relation (e.g., a continuous interval).

OBJECTIVE 14 Multivalued Outputs Allow multivalued output variables.
This situation would occur not only when multivalued inputs are given (just described) but

also when a relation involved in the analysis has multiple solutions (e.g.,x =% y).

OBJECTIVE 15 Control Allow adjustment of solution procedure parameters.

Some solution procedures require parameters that would be otherwise independent of the
actual analysis model if that procedure were not being used. Examples of such parameters
which need control are mesh density and number of load steps for the case of the finite

element solution method.

55



OBJECTIVE 16 Resolution Support hierarchical decomposition of regions (global/local
models).

As previously mentioned this objective is to provide a special type of analysis model

interaction capability (OBJECTIVE 12 Interaction) where a global analysis model

(geometrically larger and coarse "grained") provides a local analysis model (geometrically

smaller and fine grained) with boundary condition inputs. These linkages are AATSs that

perform in the natural direction in the manner just stated.

The intent of global/local analysis models is to keep the numerical computational
size of each problem within reason yet get accurate results in the area of interest. The
basic assumption in the global/local technique is that the global analysis model can provide
reasonably accurate boundary conditions (e.g., displacements) around the local region of
interest.

A recent exemplar application of this technique to electronic packaging
(thermomechanical analysis of multi-chip modules or MCMs) is given by Shephard, et al.
[1992] in their work that focuses on the interaction of global/local analysis models. Figure
4.10 illustrates the different levels of electronic packaging. Though this figure was
intended to illustrate levels of physical and electrical interconnection, such levels are
analogous to the regional levels that characterize global/local analysis models like those
illustrated in Figure 4.9. Region 1 of that figure could correspond to the circuit pack

(PWA) of the figure here.
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Figure 4.10 Typical Regions of Resolution in Electronic Packaging
[Pinnel and Knausenberger, 1989]

Note in Figure 4.10, too, for example that the PWA could be a local analysis
model for a thermal analysis with the shelf or unit serving as the global analysis model.
The PWA could then serve as the global thermal analysis model for the chip package
(integrated circuit component) and so on in a hierarchical manner. Figure 4.11 shows the
constraints between a PWA and its enclosure to emphasize the need to consider the next
higher-level of assembly (here, the enclosure) when doing an analysis on the product of
concern (the PWA). As can be seen, supporting the interaction of global/local analysis

models is an important objective.
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Figure 4.11 Constraints Between a PWA and its Enclosure

OBIECTIVE 17 Exchange Support analysis model exchange between CAD/CAE tools.
Unlike OBJECTIVE 12 Interaction, this objective is that the analysis model representation
(PBAM) itself should be exchangeable between tools that would support the creation and

usage of such representations.

OBJECTIVE 18 Compatibility Utilize existing CAD/CAE tools.
The representation should be able to utilize product and analysis data created by existing
CAD/CAE tools if appropriate. It should also be able to use these tools to perform

needed operations such as geometric transformations and analysis solution.
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OBJECTIVE 19 Encapsulation Encapsulate existing tools that have specialized design-
analysis linkages.

In some cases specialized tools exist that perform design and analysis in a tightly coupled

fashion for limited types of products, applications, analysis model complexity. Therefore,

rather than creating totally new representations of such analysis models, the proposed

representation should utilize these capabilities by treating them as a black box to some

degree.

OBJECTIVE 20 Purpose Fulfill different design/analysis purposes
Analysis models can be used for many different purposes during design, including:

Design Verification checking that the design meets some desired criteria.
Ex. Checking that the fatigue life of a solder joint on a PWA is acceptable for the
intended design life and operation conditions.

Analysis Support Providing control-related input (OBJECTIVE 15) to another analysis
model.
Ex. Estimating the initial load step for a nonlinear finite element analysis with the
results from a simpler linear analysis model.

Design Synthesis Determining the value of a design attribute to meet some desired
criteria.
Ex. Determine the height of a solder joint to meet a specified fatigue life. Note that
now the height is an output and the fatigue life is an input which is the opposite of the

case in the design verification example above.
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Other purposes include optimization, sensitivity studies, analysis results verification, and
published component behavior models (e.g., frequency varying resistance of a resistor).

When an analysis model is used for design synthesis purposes, the roles played by
at least one input and one output variable reverse. For example, a typical design synthesis
question would be "How thick should the wall be to keep the deflection less than
0.050"7," whereas the corresponding design verification question "Given that the wall
thickness is 0.063", what will the deflection be?"

The significance of a multidirectional input/output capability was discussed in
Objective 9 (Directionality). With respect to that discussion and Figure 4.5, design
synthesis typically requires the inverse forms of PATs, analysis models (e.g., finite

element-based models), and AATs. In contrast,

OBJECTIVE 21 Product Domain Be usable in multiple engineering product domains.
The basic structure of the representation should not limit its use to a single product

domain. Example domains (also called industries) include electronics, automotive,

aerospace, and marine.

OBIJECTIVE 22 Product Type Support variation of product type within an analysis model.
Similarly, the representation should be able to support analysis models for many
types and subtypes of products within a domain. Examples from the electronics domain
include:
o Components: leadless/leaded; resistor/capacitor/integrated circuit, ceramic/plastic
e PWBs: single-sided/double-sided/multilayer; rigid/flexible/molded
The description of the case studies in Chapter 9 contains further examples of PWA

product variations.
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OBJECTIVE 23 Application Be usable in different applications for the same product domain.

Figures 4.3 and 4.12 illustrate how different analysis applications can exist for the
same product type, and even within the same analysis discipline. In Figure 4.3 Application
1 might require a structural analysis of the product while Application 2 might dictate a
thermal analysis or a structural analysis of another aspect of the product.

Hence, multiple analysis models of variable application need to be represented for
a given product, especially for complex multidisciplinary products such as printed wiring
assemblies. In general an analysis application could exist for each environment and
situation a product encounters during its life cycle. For PWAs some example applications
are solder joint fatigue, PWA warpage, plated through hole fatigue, and thermal reliability.
One can see that the problems caused by the information gap in the current analysis

modeling process are amplified greatly under these conditions.

OBJECTIVE 24 Discipline Represent analysis models from different engineering disciplines.

By definition it follows that multidisciplinary products, such as PW As, can require
numerous analysis models that are based on different engineering disciplines (Figure 4.12).
Though there is definite commonality among many disciplines, the mathematical
idiosyncrasies of any one discipline may be handled better by solution methods tailored to

such differences, which leads to OBJECTIVE 26 (Solution Method).
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OBJECTIVE 25 Behavior Regimes Support variation of behavior regimes within an
analysis model.

It is not uncommon for a physical object to have distinct regimes of behaviors that
depend on the range or magnitude of the same loading condition. For example, a beam
can be modeled using linear deformation kinematic assumptions as long as the load on it
produces deformations that are small compared to the size of the beam. However, even if

all other parameters are the same, these assumptions will become invalid as the magnitude
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of the load is increased. Thus, one could say that a beam has both linear and nonlinear

regimes of deformation behavior.

Ideally an analysis model representation should contain the knowledge of what

these regimes are, including their boundaries and conditions for crossing such boundaries.

OBJECTIVE 26 Solution Method Support different solution methods.
Again referring to Figure 4.3, note some of different forms of analysis model results:
qualitative
quantitative
exact
symbolic
numeric

approximate
numerically discrete

Each of these solution types has possibly several corresponding kinds of solution methods
including numeric formula-based methods, symbolic methods, finite element methods, and

finite difference methods.

OBJECTIVE 27 Variables Support different types of variables for analysis model
input/output, and for interchange among analysis models.

Example types of variables common in engineering design and analysis include:

o product entities e discrete collections:
e numerals - arrays, vectors, matrices, strings, intervals
e symbols o relations

In this research is to provide quantitative variables. The reason for this focus is

that the bulk of current engineering analysis models could be categorized as quantitative
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analysis models, though qualitative forms are gaining popularity [Forbus in Bobrow, 1984,

Kiriyama, 1992].

OBJECTIVE 28 Relations Support different types of individual relations among variables.
By reviewing typical engineering textbooks [e.g., Crandall, et al., 1978] and
industrial handbooks [e.g., Steinberg, 1988] one can see that relations typically

encountered in engineering analysis include the following types:

Table 4.5 Some Categories of Analytical Relations

Kinematic relations Conservation laws
Geometric properties Boundary condition relations
Constitutive relations Performance Definitions

Example mathematical forms of these relations include the following which can effect

implementation capabilities.
o discrete/continuous e linear/nonlinear
» equality/inequality etc.
» logical

As with variables, these relations have a somewhat natural correspondence with different

analytical building blocks as discussed in Appendix F.

OBJECTIVE29 Systems of Relations Support the solution of collections relations.

It is well known that, though an individual relation may be solvable by itself, often
combining different types of relations together into a system of relations will dictate the
use of different solution techniques, and may even have no solution. Types of systems

encountered in engineering analysis models include:
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mixed relation types e simultaneous (cycles)

o fixed/variable topology o ecigenvalue problems
e uncoupled/coupled e boundary value problems
¢ linear/nonlinear systems
o steady state/transient
4.3 Summary

This chapter identified numerous capabilities that an analysis model representation ideally
should enable, based on literature reviews, informal discussions, and personal
observations. These capabilities were divided into THESIS OBJECTIVES (new capabilities
that have received priority in this research) and OTHER OBJECTIVES (both existing and new
capabilities that are desirable for any analysis model representation). These objectives
might be viewed as a partial specification of the functionality desired in a highly advanced
CAE system.

Given all the above objectives, the goal of this thesis is concisely stated in

OBIJECTIVE 1 (Representation) as repeated here:

Provide a single representation of routine analysis models which meets all

other THESIS OBJECTIVES and many of the OTHER OBJECTIVES.

Having supported the worthiness of many of these objectives through the writings and
thoughts of others, it is felt that providing a representation that achieves the preceding
major objective will positively impact the theory and practice of engineering analysis in

product design.
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PART II ANALYSIS MODEL REPRESENTATIONS
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CHAPTER 5

THE ANALYTICAL BUILDING BLOCK REPRESENTATION!

We cannot improve the language of any science

Without at the same time improving the science itself;

Neither can we, on the other hand, improve a science

Without improving the language or nomenclature which belongs to it.
Antoine Lavoisier

This chapter introduces and defines entities that comprise analytical building blocks
(ABBs). In particular, this chapter deals with generic, non-product-specific ABBs, ie.,
ABBs that are not limited to a specific type of product. Chapter 6 defines the general
PBAM representation that can be used to combine these building blocks with product
model entities to form product-specific PBAMs. Chapters 7 and 8 describe how this
approach of building a complex entity from other entities enables the modular
development and implementation of PBAMs that represent specific analysis models.

First, a review of constraints and objects is given. Second, simple examples are
used to show how constraints and objects can be combined to represent non-product-
specific analytical building blocks. A graphical form of the resulting combination, called

constraint schematics, is introduced.

s ] Q . E C l s I
The basic idea of a constraints is that variables, a;, and relations, r;, among those

variables can be declared explicitly by a user or application without explicitly specifying

1 Condensed earlier versions of Chapters 5 and 6 have been published as [Peak and Fulton, 1993a} and
[Fulton and Peak, 1993].
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how any unknown variables are to be determined [Freeman-Benson, et al., 1990]. In a
constraint graph, variables and relations are both vertices, and edges represent the
participation of a variable in a relation. For example, consider the variables a;, a,, a3, a4
and the relations @y +ap —a3 =0 and a4 —(a3-ap) =0. The constraint graph of this case
is given in Figure 5.1 where the convention of designating relations by boxes and variables

by open circles has been used.

Figure 5.1 A Constraint Graph

A key advantage to viewing relations and variables as constraints is that constraints
can be multidirectional (assuming such inversions are mathematically possible). In the
above example if @; and a, are given as inputs, a3 and ay will be determined. Likewise,
a, and ay could be input to determine a; and a3. Constraint graph concepts will be

formally defined in Section 5.1.4 after a brief review of the constraint literature.

5.1.1 Constraint Research and General Applications

Due to their "great expressive power" constraints have been the topic of much research in
the past 30 years and have been widely used in graphics, engineering, and knowledge
representation [Lassez, 1987]. Sutherland's Sketchpad system [1963], which dealt with
geometric layout constraints, is referenced in almost every review as one of the earliest

works involving constraints. Leler [1988] gives a highly readable introduction to what he
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calls "constraint language programs" (i.e., an active constraint graph). Mackworth [1977]
presents early work aimed at increasing the computational efficiency of constraint
satisfaction problems (CSPs) by introducing algorithms that overcome the arc, node and
path inconsistencies that plague backtracking algorithms (which tends to require solution
times that are on the order of the number of variables involved).

Freeman-Benson, et al. [1990] define a "spectrum of algorithms" for solving
constraint hierarchies which range from a more general purpose one (which can solve
simultaneous equations) [Leler, 1988], to ones for linear equality/inequality constraint
graphs, to their DeltaBlue algorithm. This last algorithm, which has been used in this
research as described in Chapter 8, is designed for interactive applications (such as
graphical user interfaces) and allows incremental changes to the constraint graph.

These authors also cite applications of constraints to five major areas: geometric
layout, simulations, design and analysis problems, user interface design, and general
purpose languages. Their later paper [Borning, et al., 1991] reviews such application of
constraint hierarchies in particular. Constraint hierarchies are formed from constraints that
have different strengths indicating the priority given to each constraint. This approach
allows one to specify which variables will be inputs and which will be outputs as discussed
in Chapter 8. Finally, Freeman-Benson and Borning [1992] describe their approach to
integrating constraints (which are declarative) with objects (which are imperative). They
note a basic strength to such an approach: the values of variables in constraints can be
general objects. Thus, the domain over which constraints must be solved is not restricted
to traditional mathematical domains (integers, reals, etc.), and the issues faced by

constraint solvers become more plentiful.
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5.1.2 Constraints Applications in Engineering

Representing engineering design relations and analysis relations as constraints is nothing
new in general. Geometric modeling applications (e.g., parametric modeling) are perhaps
the most prolific from both research and commercial product viewpoints [Roller, 1991;
PTC, 1993]. Mantyla [1990] uses the DeltaBlue algorithm mentioned above to solve
constraints representing geometric and assembly relationships in product design.

Philosophically, Sapossnek [1989] views the collective consideration of all
relations in the product life-cycle as a constraint satisfaction problem. He distinguishes
constraint-based design systems from some parametric systems in that the latter can
require "causal ordering" of the relations for solution purposes. Serrano and Gossard
[1988] demonstrate constraint management techniques in their Concept Modeler, a system
for conceptual design. Domain-specific engineering constraint applications include PWB
design for testability [Kim, et al., 1992] and copier paper handling system design [Mittal,
et al. 1986].

Rinderle and Colburn [1990] identify the nature of design relations in general and
those used during preliminary design in particular. Their figure of a constraint network
DC motor under stall conditions is reproduced here because it graphically illustrates the
complexity of even relatively simple engineering applications (Figure 5.2)

None of the papers reviewed discussed the linkages between detailed product and
analysis models in terms of constraints. Also, as Figure 5.2 illustrates, analysis relations
represented as constraints to date have typically been formula-based and are presented as
"tangled knots" of constraints. No work was found that viewed the interactions between
heterogeneous analysis models as constraints. This chapter introduces constraint

schematics which are an attempt to fill some of these gaps.
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Figure 5.2 Constraint Network for a D.C. Electric Motor
[Rinderle and Colburn, 1990]

5.1.3 Constraint Graph Formalisms

A considerable theoretical foundation exists for constraint graphs as evidenced by the
review included in Freeman-Benson, et al., [1990]. A few essential formalisms are now
given as an introduction to this foundation, which in turn is based upon graph theory. As
the new constraint schematic notation described later builds upon these formalisms, one

can take advantage of the extensive existing theory.

DEFINITION 5.1 A simple graph consists of a set V, called the vertices of the graph,
and of a set E, called the edges of the graph. E consists of 2-element subsets (unordered)
of V denoted P,(V). A graph G can be represented by writing G = (V, E) [after Bender
and Williamson 1991, pg. 126].
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DEFINITION 5.2 A graph is a triple G = (V, E, ¢ ) where V and E are finite sets and ¢
is a function with range P(V) and with domain E. E is called the set of edges of the
graph G. The set V is called the set of vertices of G [Bender and Williamson 1991, pg.
127].

DEFINITION 5.3 A variable is a vertex that can participate in a constraint. A variable
can have a value which is some arbitrary object [standard].
The symbols in Table 5.1 are defined so that constraint graphs can be graphically

depicted (as in Figure 5.1) for enhanced comprehension. Symbol G1 denotes a variable.

DEFINITION 5.4 A constraint expresses a desired relationship among one or more
variables [Leler, 1988 pg. 6]. Formally, a constraint is an n-ary relation (Symbol G2)
among a subset of variables, V. [Freeman-Benson, et al., 1990].

In the object-oriented programming implementation by Freeman-Benson, et al,
[1990] each constraint has a set of methods, any of which can be executed to cause the
constraint to be satisfied. Each method uses some of the constraint's variables as inputs
and computes the remainder as outputs. A method may only be executed when all inputs

and none of its outputs have been determined by other constraints.

DEFINITION 5.5 A constraint graph is a graph consisting of a set of variables, V, and a
set of constraints (n-ary relations), C, where each variable in each constraint in C is a
member of V [standard].

Figure 5.1 is an example constraint graph that has been graphically depicted using
variable symbols (G1) and relation symbols (G2), which are taken from the work of
Maloney [1991, p. 33].
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Table 5.1 Extended Constraint Graph Notation

Graphical Symbol Meaning Equivalent Text
Gl Variable a is a variable. a
Qa
G2 Relation Variables a, b, ¢, and d are | r(a,b,c,d)
b related by relation r. This
r relation can be written as

| Oa |rabed).

cO—
10”
G3 Equality Relation Variables a and b are equal, | a=b
i.e., an equality relation

bO—a |exists.

G4 Part-of Relation Variable s has attributes g, | Dot Form
a b, and ¢ which are variables | s.a.d
d | (ie., they are part-of s).|s.b

s b Variable d is an attribute of | s.c

c a and a subattribute or |y qonted Form
subvariable of s. ILe.,
variables s, s.a, s.b, s.c, and a
s.a.d are shown. d

b
c

A}

Due to its common use and importance, a new graphical symbol (G3) has been
defined in this research for perhaps the simplest relation, the equality relation. The
equality relation is a special binary relation with the literal depiction given in Figure 5.3
(a.) using the general relation symbol (G2). In this figure, the relation r(a,b) has two
forms: a=b and b=a. To make constraint graphs less cluttered, this special relation is

shown graphically using the abbreviated Symbol G3 as shown in Figure 5.3 (b.).
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r
bO—{1+—0a
(a=b)

a. Literal Notation

bO———a
(a=b)

b. Specialized Notation

Figure 5.3 Equality Relation Notations

Another minor development original to this research is the semantic extension of
an existing notation, the part-of relation (Symbol G4). This symbol and related meaning
is based on the data decomposition symbol by Rumbaugh, et al [1991, p. 126]. They
defined their notation with apparently no intent towards use within constraint graphs. The
textual form of the part-of relation can be expressed using dots (.) to delimit the parent-
child part-of relation, where the parent object is shown to the left of the child object. An
equivalent textual indented form is shown in Table 5.1 where the child indented to the
right on a line below the is parent. In either form, the object that is at the top of the part-
of hierarchy is the left-most iject and is called the eldest object.

Considering the changes made by differentiating equality relations and part-of

relations from other relations, a new type of constraint graph is now defined:

DEFINITION 5.6  An extended constraint graph is a constraint graph in which equality

relations and part-of relations are distinguished from other types of relations.
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Due to the two new symbols (G3 and G4), the symbols given in Table 5.1 collectively
form what is called extended constraint graph notation. An extended constraint graph
can be shown graphically using extended constraint graph notation.

For the purpose of example, part-of relations (i.e., relations ry; through r;7) and
associated variables have been added to Figure 5.1 to produce the exemplar constraint
graph in Figure 5.4. This example uses only "standard" constraint graph notation (.e.,
using only Symbols G1 and G2) so it is difficult to tell which relations are part-of
relations. Figure 5.5 is an example extended constraint graph of Figure 5.4. Note all the
part-of relationships are indicated by the small filled triangles (Symbol G4) in Figure 5.5.
(Since this figure is intentionally generic, there are no "natural” semantics behind these
part-of relationships. The significance of such relationships will be illustrated later with
specific examples.) The variable s is the object that encapsulates all the variables and
relations shown, and is, therefore, the eldest object with respect to the part-of relation. In
summary, these generic examples show how an extended constraint graph combines the
part-of relation from the object representation with general relations from constraint

graphs.
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Figure 5.5 Example Extended Constraint Graph

The advantages of the object representation for engineering applications have been widely
proclaimed [Fenves, 1990; Lee and Arora, 1991; Filho and Devloo, 1991; Whelan, 1989]
and include the following:

« Close relation to the engineering view of entities.

« More natural representation of complex engineering objects and the part-of

relationship.

« Association of specialized behavior with an object.

« Inheritance of attributes and behavior through the is-a relationship.
Dym and Levitt [1991] declare the object representation to be an important case of
declarative programming. Salustri and Venter [1992] develop axioms, definitions, and
theorems based on set theory which formally describe notions of objects, object

equivalence, facets of attributes, and specialization, etc. with the intent of using objects to
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capture design information. Lee and Arora [1991] and Filho and Devloo [1991] give
simple engineering application examples in which a matrix class is defined. Fenves [1990]
includes an example on finite element node ordering.

Appendix A gives an overview of object concepts in general. Examples of how
objects or object-like entities have been used specifically to represent analysis concepts
include:

« Aerodynamic entities [Stephens, 1993]
« Control volume, contact (rolling contact, ball-in-socket, etc.), mass, rigid link, etc.

[Mashburn and Anderson, 1991]

« Column, beam [Jain, et al., 1991]

e 2D truss [Miller, 1988]

 STEP Materials [ISO 10303-45]

o STEP Kinematics [ISO 10303-105]
None of these examples include derivational knowledge or analysis model
assumptions/limitations as part of the representation. Most disturbing is the fact that, with
the exception of Stephens, Mashburn & Anderson, and STEP, no hierarchies of analysis
entities are shown. This lack is a very significant shortcoming in that the is-a hierarchy is
one of the most fundamental and powerful concepts in the object representation.
Mashburn and Anderson's hierarchy of contacts (for use in rigid body dynamics, it
appears) looks promising, but their partial hierarchy of general analysis models appears to
be inconsistently categorized.

The development of a good hierarchy of analysis entities is probably one of the
more challenging aspects of applying the object representation to engineering analysis. It
is not clear that only one "good" hierarchy exists as evidenced by the debate over multiple

inheritance [Salustri and Venter, 1992].
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5.3 Constraint Schematics of Analysis Model

This section shows how constraints and objects can be combined to represent analysis
models from a non-product-specific viewpoint. With this intent in mind, a new notation,
termed constraint schematics, has been developed in this research to depict constraint
graphs of engineering analysis models (a formal definition of a constraint schematic is
given later in this section).

It will be shown in this section that an analysis model (from a constraint viewpoint)
can be represented as a constraint graph with a structure much like that encountered in
electrical schematics. Therefore, for familiarity purposes analogous electrical schematic
terminology and symbols have been used to define the constraint schematic notation where
possible. All the graphical symbols in this section are results of this research (except for
duplicated extended constraint graph symbols from the preceding section).

Table 5.2 introduces some basic constraint schematic symbols. Symbols marked
with an asterisk (*) have the same meaning as corresponding symbols in the extended
constraint graph notation given in Table 5.1. The variable symbols (S1 and G1) are
exactly the same, as are the equality relation symbols (S3 and G2); they are repeated here
for convenience. For the sake of convention and style, the graphics of the relation
symbols (G2 and S2) and the part-of relation symbols (G4 and S5) differ slightly. Every
connection between variables and relations in a constraint graph is a separate straight line
or curve per mathematical convention. Connections in a constraint schematic run
vertically and horizontally and can contain equality junctions (Symbol S4) per electrical

schematic convention.
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Table 5.2 Basic Constraint Schematic Notation

Graphical Symbol Meaning Equivalent Text
*S1 Variable a is a variable. a
Qa
*S2 Relation Variables a, b, ¢, and d are | r(a,b,c,d)
bO- related by relation r. This
r relation can be written as

cO— IFQaua r(a,b,cd).
dO-

*S3 Equality Relation Variables a and b are equal, | a=
bO Oa ie., an equality relation
exists between them. (See

Note 1)
S4 Equality Junction Variables a, b, and c are | a=b=c
b a equal.
o1 0
*S5 Part-of Relation Variable s has attributes a, | Dot Form

a b, and ¢ which are variables | s.a.d
—»O—>»(d | (e, they are part-of s).|s.b
sO—1+—QO b Variable d is an attribute of | s.c

_'O c a and .a subattribute or Indented Form
subvariable of s. Ie., s

variables s, s.a, s.b, s.c, and a
s.a.d are shown. d

b

c
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Figure 5.6 is the constraint schematic form of the constraint graph given in Figures 5.4 and
5.5. Admittedly, at this point the differences between the extended constraint graph
(Figure 5.5) and this constraint schematic are superficial. Additional notation to be
introduced in this section will manifest the important differences between the two

notations.

sO—¢ 4

Figure 5.6 Verbose Constraint Schematic of Object s

When the eldest object in the constraint schematic (or extended constraint graph) contains
all the variables and relations in the constraint schematic, the part-of relations involving
the eldest object need not be shown. In Figure 5.6 since s meets this criteria, the
constraint schematic shown is "verbose". The more commonly used shorthand notation
(without s) of this same constraint schematic is illustrated in Figure 5.7. Similarly, the
eldest object need not be shown in either of the textual forms of the part-of relation
hierarchy (the dot form or the indented form). Such shorthand notation will be used from

here on out except where the longer form is needed for illustration purposes.
§
a
L a
O%—0%

Figure 5.7 Constraint Schematic of Object s
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As some relations occur quite frequently in engineering analysis, it is convenient to
introduce specialized symbols for these mathematical relations (Table 5.3). The symbol
used for the absolute value relation (M1) is based on the electrical schematic notation for
a diode because they perform analogous functions in one direction: they do not let
negative values pass through. The symbol used for the scale & offset relation (M2)

comes from operational amplifiers that scale electrical signals by a specified gain.

Table 5.3 Mathematical Constraint Schematic Notation

Graphical Symbol Meaning Equivalent Text
M1 Absolute Value An absolute value relation | a =| b|
b O | | < Oa exists between a and b. b=ta
M2 Scale & Offset A scale & offset relation | a=p-b+A,
o exists between @ and b. If | P=(@—=A)/p
° not shown, the value of p
b a (the scale ratio) defaults to
A 1, and A (the offset delta)
defaults to 0.
M3 Summation A summation relation n
exists between s and b; . s = Z b;
b; O— b2 i=1
bn O_'
M4 Product A product relation exists n
between s and b; . s = H b;

I1 i=1
>—O s

297
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Though a few such symbols are given here, it is obvious that many more could be
developed. However, it is not desirable to have too many symbols or the ease of

recognition intended by the graphical notation will be diminished.

EXAMPLE 5.1  Analytical Primitive (Elementary Rod)

To solidify the above concepts and show how constraint schematics can be used for
analysis applications, a simple example will be introduced which will be built upon later.
Figure 5.8 is an analysis model, a simple rod, which can elongate due to an axial load, F,

and/or a thermal load, AT.
Deformed State

y'<——L——->| |<—AL
F < - —F

E A o AT,e

Figure 5.8 A Simple Rod
The relation between strain, €, total elongation, AL, and these loads is given by the
following equations, where T, is the reference temperature and T is the current
temperature of the rod. (These equations can be found in or derived from any elementary
mechanics of materials text. See, for example, the text by Crandall, et al., [1978].) L is
the length of the rod in the undeformed state (when F=0 and T=T,), and A is the cross
sectional area of the rod. E and o are the material properties Young's modulus and

coefficient of thermal expansion (CTE) respectively.

AT=T-T, (5.1)
F

£ =—+0AT 5.2
ZA (5.2)

AL=¢L (5.3)
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As this example is intended for instructional purposes, other possible load conditions and
variations have been neglected. Also, the way this example divides these relations and
associated variables into objects neglects the origin of these relations to some degree for
the sake of simplicity. Hence, such example objects will include the word Elementary in
their name to distinguish them from any realistic counterparts that are used in actual case
studies. The solder joint fatigue case studies discussed later demonstrate how more
realistic analysis models with greater complexity can be represented using constraint

schematics.

length, L
[~

Js

B
]
>

I

elementary
rod

force, F

4

;

materiaimodel E | [ |/
reference temperature, T

!

temperature, T -

}

temperature change, AT

5

AN

total elongation, AL \ AT=T-T,

2
8
E]
™
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it
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Figure 5.9 Verbose Constraint Schematic for Elementary Rod

The above analysis model can be represented as an analytical primitive having the
following constraint schematic (Figure 5.9). An Elementary Rod is an object with the
following attributes as indicated by the part-of relationship: L, A, F, T,, T, AT, g, AL.
Since variables E and o are properties for a linear-elastic material, they are logically

grouped together as part of another object which the Elementary Rod calls a material model
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(thus, they are subattributes of the Elementary Rod). Eqns. 5.1 and 5.3 are represented in
the constraint schematic as scale and offset relations. Eqn. 5.2 is represented by the
relation r; which shows connections to its associated variables.

Figure 5.10 shows this same constraint schematic in the normal shorthand form
(without the eldest object part-of relations) where it is understood that the Elementary Rod
object contains all the variables and attributes relations shown (either directly, as

attributes, or indirectly, as subattributes).

Elementary Rod
length, L
O

area, A

materialmodel E

L

r LG

o

_0——.

force, F

reference temperature, T,

temperature, T

temperature change, AT

strain, €

total elongation, AL

Figure 5.10 Constraint Schematic for Elementary Rod

This section has introduced a new notation, constraint schematics, which
graphically shows the relations and variables in analysis models. More constraint
schematic notation will be defined later in this chapter. To give the proper perspective up
front, it is important to note that a constraint schematic is just one view of an analysis

model, that is, it is a subset of the complete information model that represents an analysis
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model. Other analysis model views will also be defined in this chapter, including the ABB

structure which is considered the master view, as all other views can be derived from it.

5.4 OBJECT RELATIONSHIP DIAGRAMS
An object relationship diagram is one other view of an ABB. It is a partial graphical

view of the overall ABB analysis model representation (information model) that
emphasizes the is-a and part-of relations between objects used to represent analysis
models. Numerous notations exist that could be used for this purpose, including NIAM
[Nijssen and Halpin, 1989], IDEF1X [IDEF1X, 1985; Bravoco and Yadav, 1985c], entity-
relationship (ER) diagrams [Chen, 1979], and the Object Modeling Technique (OMT)
Object Model notation [Rumbaugh, et al., 1991]. Chadha, et al. [1991] give an appraisal
of these methods for engineering applications. EXPRESS-G [ISO 10303-11] has been
used in this research as the notation for object relationship diagrams, since it conveys the
is-a and part-of relationships in a straight forward manner and is also an ISO standard.
See Appendix A for a review of the basics of the EXPRESS-G notation

An object relationship diagram of the analysis model in Example 5.1 is depicted in
Figure 5.11 (along with a summary of the EXPRESS-G notation for convenience). This
diagram corresponds with the constraint schematic given in Figure 5.9 (and Figure 5.10).
The is-a relationship (indicated by a bold line) shows that an Elementary Rod is a special
type of Elementary Deformmable Body. As all deformable bodies have a reference
temperature and a linear-elastic material model, these attributes are part of the Elementary
Deformable Body object. In this way such common attributes can be inherited by

Elementary Rod and other subclasses such as Elementary Beam.
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Figure 5.11 Object Relationship Diagram for Elementary Rod

Note that the attributes are not just simple numbers (e.g., reference temperature is
of type Temperature). Instead, they are objects themselves which can have their own
attributes, such as units (not shown). The material model attribute of Elementary Deformable
Body is of type Elementary Material Model. This object itself contains other variables (e.g., v
and G) and relations which are not needed in this context and, therefore, are not shown in
the constraint schematic in Figure 5.9.

As demonstrated in this example, the object relationship diagram conveys which
objects are specializations of other objects (the is-a relationship - bold lines), as well as
which objects are building blocks in other objects (the part-of relationship - thin lines).
Thus, an object relationship diagram shows which variables are inherited from superclass
objects; however, it does not show which relations are inherited. Therefore, the
inheritance notation given in Table 5.4 depicts both variable and relation inheritance

information. (Subsystems are explained in the next section).
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Table 5.4 Constraint Schematic Inheritance Notation

Graphical Symbol Meaning Equivalent Text
S92 Inheritance Unshaded variable a,,
relation r; and subsystem s,

4 O % @  |are inherited from the

super class.

r, r,

: O 2 Shaded variable a,,
5 5, relation r,, and subsystem
¢ ; s, and related connections
I'g 2 | |are new to the class

containing this constraint
Q 9 schematic.

For example, Figure 5.12 is the constraint schematic for Elementary Rod (Figure

5.10) that has been annotated with shading to show inheritance information. Since the

Elementary Rod class inherits temperatures T, T, and AT from the Elementary Deformable

Body class, these variables are shaded. Such inherited variables (as well as subsystems and

relations) need to be specified only in the analytical building block superclass, while new
variables (and subsystems and relations) are specified in the new analytical building block

class. For example, area, A, is a variable that is new to the Elementary Rod class. The

scale and offset relation between T, T, and AT is inherited from the superclass (Elementary

Deformable Body). In summary, shaded variables, relations, and subsystems in a constraint

schematic indicate that they are inherited from a superclass object.

2 The constraint schematic symbols are not presented consecutively in this chapter. Their numbering is

based on their logical order as a whole set as summarized in Appendix C.
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temperature change, AT
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total elongation, AL
O

Figure 5.12 Constraint Schematic for Elementary Rod with Inheritance Notation

5.5 SUBSYSTEMS
A subsystem (Table 5.5) is another view of an analytical building block object that shows
related variables in the object to fulfill a particular purpose. An object can have possibly
many different subsystem views, as only variables of interest to a particular use of the
object need be shown in a particular subsystem.

For example, Figure 5.13 (b) and (c) are two possible subsystem views of the
analytical building block object of type t whose constraint schematic is given in Figure
5.13 (a) (a duplication of Figure 5.7). The user of these subsystems knows them as
subsystems s, and s, respectively. The first subsystem (b) is appropriate if the user of the
object is interested in a subset of the all variables except as. These variables are related by
relations r; and r, and the part-of relation. Note that a3 and a; can be accessed in the

subsystem through a4 via the part-of relationship. The second subsystem (c) is more

88



Table 5.5 Basic Constraint Schematic Subsystem Notation

Graphical Symbol Meaning Equivalent Text
Sé6 Subsystem Variable s is a subsystem
s of type t which has
. attributes  and/or  sub-
attributes a through d.
a ¢Q §
b dQ
S7 Semantic Linkage Variable s.c is known as h | a=s.a

in the scope outside of ¢ by | b=s.b
; a semantic linkage (i.e., | h=s.c
h h=s.c and g=h). Variables | d=s.d
O¢ a, b, and d are semantically | g=h
—O ¢ linked with the same names | a=e
in both scopes (i.e., a=s.q,
b=s.b, d=s.d, and d=e).

Q
()

>
8
QO

S8 Invalid Variable Variable a is not valid in | a is invalid
s the scope outside of ¢.
t
b aG—xX

appropriate if the user is only interested in relation 7; and its associated variables, a;, a;,

and as.

a
I-—- T az sb sC

t t
i 2“: B —J a4 aC aq aC

0%-+O% @ a4 (Q %

a. Constraint Schematic b. One Subsystem View  c. Another Subsystem View

Figure 5.13 Some Views of an Object
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Note that the full constraint schematic is present and active in a subsystem no
matter which variables are shown on the subsystem symbol; this view is simply an
abstraction that hides detail which is unnecessary to the subsystem user. This concept is
analogous to an electrical integrated circuit (IC) pinout diagram which does not show the
detailed circuitry inside the IC. Thus, the subsystem symbol (S6 in Table 5.5) is based on
IC pinout diagrams and is one realization of the "software IC" concept.

The subsystem view is one primary new aspect of constraint schematics that is
brought about by merging the constraint and object concepts of relations, information
hiding, and encapsulation. Just as an integrated circuit can be a component in a larger
electrical circuit, an object can be a subsystem in the constraint schematic of another
object. Since constraint schematics can contain arbitrarily deep subsystem nestings (unlike
physical ICs), subsystems provide a way to organize the previously mentioned "tangled
knots" of constraints (Section 5.1) into meaningful, more comprehensible bundles. The

following definition and properties summarize this discussion:

DEFINITION 5.7 A subsystem is an analytical building block that is viewed by a subset
of its variables.

PROPERTIES

1. A subsystem can be used in the constraint schematic of another object.

2. Subsystems can be nested arbitrarily deep, i.e., a subsystem can contain other

subsystems that in turn contain other subsystems, and so on.

Now that this new concept, subsystems, has been introduced, a definition of a constraint

schematic can be given as follows:
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DEFINITION 5.8 A constraint schematic is the union of one or more extended
constraint graphs whose variables and relations have been classified according to the
constructs given in Table C.2.

One major difference between a constraint schematic and an extended constraint
graph is that collections of variables and relations may appear in a constraint schematic as
arbitrarily deep nested subsystems. Another major difference, options, will be discussed

later in this chapter.

Continuing with the analysis model from Example 5.1, two possible Elementary Rod
subsystem views are given in Figure 5.14. The first view is a "complete” subsystem in that
it shows all the variables involved in the analysis model relations. In the special case
where F=0, the second view shows only the variables that are needed to obtain AL, AT, or
£ (natural outputs for this problem). Thus, if one is only interested in the attributes related
to AL that deal with material, geometry, and thermal loads (natural inputs for this

problem), then the second subsystem will suffice.

/Eleragr&tary

5L Eleﬂggtary
D A D L

D E D o

D o 00—F e C
DF & Q DT, AL Q
DTy, AL Q DT AT Q
DT AT Q

a. Complete Subsystem b. Special Case Subsystem

Figure 5.14 Example Subsystem Views for Elementary Rod
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By convention in this thesis, variables that are natural inputs generally are placed
on the left of the subsystem symbol, while natural outputs are on the right. Furthermore,
if there are more than one body, variables tend to be grouped together according to which
body they are part of, and variables associated with several bodies (e.g. reference
temperature or other system variables) are at the top of the subsystem symbol. These

conventions, however, are not always strictly followed (and need not be).

EXAMPLES5.2  Multibody Analysis Model (Interconnected Rods System)

Interconnected Rods System

sz fe—— L, ——> T, <:I_V/‘\vj ’

, Body 1 Rod I Ey | —>F,
Body 3: ShearBody ' 7 V7 W\ o_x 7
[Body 2: Rod |T, Eu, =< B,
fe—— L, ——>
Undeformed State ( T,=T,=T,) Deformed State

Figure 5.15 An Exemplar Multibody Analysis Model

As another example, consider the analysis model in Figure 5.15 which has multiple
bodies. One representative use of this generic analysis model is given later in the case
study PBAM of Engelmaier's extensional model (Chapter 9). It contains the following
relations that determine the thermal expansion mismatch, A(0AT), and calculate the shear
strain in body 3, ¥;. Note that here the subscripts refer to generic body numbers and not

to the physical entities being modeled in a specific product.

_ LA(eAT)
377 om (5.4)
A(0AT) =0y (T - Ty) - oy ([ - Ty) (5.5)
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Interconnected Rods System (IRS) An analytical system composed of two Rods and two
Shear Bodies has been created to represent this analysis model. The partial constraint
schematic of this system, and one possible subsystem view, are given in Figure 5.16 (for
the case where F;=F, =0). Only one Shear Body is used in this schematic due to
symmetry. A more complete description of this system is given in Appendix F.

Note that in this example, Eqn. 5.5 is represented explicitly in the analytical
system. This relation probably could be achieved better by connecting the appropriate
boundary condition variables between the bodies; however, such an approach has not be
pursued here. The end result is that the bodies in this case serve primarily as data

structures, as their inside relations are not utilized.

Interconnected Rods System
AT A@AD=a (L -T)-0y (% - 1)
C AN
Ty
O n
] Interconnected
> body 1 é Rods System
Rod diu DT, AoaTQ
o oy 3 L ]
T TI D oy
DT,
body 2 o
, Rod L 4] %
L9 DT,
a ;", D h3 730
T2
_ LA(aAT) /|
body 3 ¥ = T
7sheaf h
Body h )
Y 2
a. Constraint Schematic View b. Subsystem View

Figure 5.16 Two Views of an Analytical System

93



This example illustrates the concept of the scope of variables (see EXPRESS [ISO 10303-
11] for a similar discussion on this concept). The scope of a variable is the context within
which its name is valid (i.e., the variable can be accessed simply by its name within its
scope). Thus, a variable can be known by one name within a subsystem and by another
name outside the subsystem. For example, the height of body 3 is known simply as height,
h, with respect to the Shear Body subsystem. (i.e., it is known as 4 in the scope of this
subsystem) However, with respect to an Interconnected Rods System (the subsystem's
usage scope), the same height is specifically known as the height of body 3, h;, (that is,
body3.height). Per Symbol S7 (Table 5.5), such semantic linkages are indicated by
placing the name of the variable with respect to the usage scope beside the variable in the
subsystem. A semantic linkage assigns a name to a variable that is meaningful within the
usage scope.

The invalid variable symbol (S8) in the same table can prove useful when
variables in a subsystem are not valid with respect to the user of the subsystem. This
situation can occur, for example, when the user knows that some subsystem assumptions

have been violated such that some variables are still useful while others are not.

5.6 Analysis Model Opti
To enhance the flexibility of analytical building blocks, the ability to have different options
is included in their representation. Options allow the analytical building block user (either
a person or an application) to specify variations in analysis model operation. OBJECTIVE 5
(Options) in Chapter 4 explained the usefulness of analysis model options and gave
examples, including complexity variations and inclusion of additional effects. To illustrate
this concept further, the rod model in Example 5.1 could have an option category called

material model with possible options Linear Material Model and Nonlinear Material Model.
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It is important to note that options may or may not be independent of the values
assigned to the variables in the analysis model. In some cases the assumptions of an
analysis model may dictate which options should be chosen. For example, in Example 5.1
the rod model assumes that the material behaves linearly. If a given load causes a stress in
the rod that is greater than the yield stress, the nonlinear material model option should
probably be used. Depending on the purpose of the analysis model and how much greater
the calculated stress is than the yield stress, one may still opt to use the linear material
model. Such analysis modeling decisions should be based on engineering judgment for the
problem at hand. Therefore, as it is sometimes debatable if an option is independent of the
given analysis model conditions, in this thesis it is assumed either the ABB user specifies
each option, or default options are used.

Drawing on electrical switch terminology, in constraint schematic notation, an
option category is a special kind of constraint switch that is labeled with option numbers
enclosed in brackets (Symbols S10 and S11 in Table 5.6). Options also can be written in
textual form as indicated in the table. These extended switch concepts and associated
symbols are believed to be new to this research, though Leler briefly mentions simple
switches as a type of higher order constraint [1988, p. 136]. More definitions are
needed at this point to root these concepts into constraint graph theory (in brief, it will be

established that options can be represented as subgraphs in a constraint graph).
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Table 5.6 Constraint Schematic Switch/Option Notation

S10 Two Position Switch A  two-position pole | a=b [q.i]
(g.i] equates a and b when
.1 . P .
bO q . \_O a | switch position i of switch
q is selected (i=1,2) In
other words, a=b when
option i of option
category q is chosen.
S11| Multi-Position Switch | /A" M-position pole equates | ;1 /)
a and b; when position i of | _ .
y ALl switch ¢ is selected (i.c., Z;,fi E‘;’g}
1 O[q il when option i of option m
bi O—e a ?ategory q is chosen), for
b [g.n] i=l...n.
n O_.

S12| Subsystem Substitution | Switch m contains an n- | s.c=x [m.i]
s;[m.i] position pole between each | s;.d=y [m.i]
tl —— connected variable pair. | fori=l1...n
i (e.g., sj.c=x when position i

a cF—Ox |isselected for i=1...n)

b d—Oy In an ABB, option
category m indicates sub-
system s can be one of n
possible types of objects,
si=tj, for i=1...n.

DEFINITION 5.9

order constraint can be treated as a combination of first-order constraints. An example

of such a constraint follows [Leler, 1988, pg. 32]:

Note that this constraint can change the topology of the constraint graph to which it

belongs. If the constraint (x=y) is met, the constraint (b=c/a) will be created between

variables a, b, and c.

if (x=y) then (b=c/a)
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DEFINITION 5.10 A constraint subgraph, S, is a constraint graph which is intended to

be connected to another constraint graph, G [standard].

PROPERTIES

1.

A constraint subgraph, S, is connected to a constraint graph, G, if at least one
variable in F is also a variable in G.

A constraint subgraph, S, contains references to the variables that it can share with
G. S will actually share those variables only if it becomes connected to G.

A constraint subgraph is the primary constraint subgraph in a constraint graph if it
is the subgraph to which all other constraint subgraphs are connected.

A constraint subgraph is active if it is connected to another constraint graph.

DEFINITION 5.11 A constraint switch is a higher order constraint which has a finite

number of switch positions and a common constraint subgraph, S;. Each switch

position is a constraint subgraph, S;, (i=1...n) that can be connected to the constraint

graph, G, to which the constraint switch belongs.

PROPERTIES

L.

A switch position is selected if it is connected to G, or if it has been specified to be
connected to G.

Only one switch position can be selected at the same time.

The common constraint subgraph is connected to G whenever any switch position
is selected, unless a null position is selected.

A constraint switch may or may not be required to have a switch position selected
(i.e., a switch position that is equal to a null constraint graph generally is allowed).
A default switch position may be defined for a constraint switch which will be

selected if no other switch position is selected.
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6. Each constraint in a switch position constraint subgraph that is directly connected
to G if the switch position is selected is known as a pole.

7. Each switch position may have a different number of poles (i.e., unlike most
physical switches, a constraint switch can have a non-constant number of poles).

8. A common variable need not be constrained by each possible switch position.

DEFINITION 5.12 A constraint schematic partition is a constraint subgraph that is a
constraint schematic.

The main purpose of a constraint schematic partition is to identify constraints and
variables that form an option (defined next) in a constraint schematic. These constraints
and variables should be connected to or disconnected from a constraint schematic as a

group.

DEFINITION 5.13  An option is a switch position that is a constraint schematic partition.

DEFINITION 5.14 An option category is a constraint switch in which all switch positions
are options.
Specific option category examples are given later in the solder joint fatigue case

studies (Chapter 9).

Subsystem substitution (Table 5.6) is a special type of ABB option category that allows
alternate models of varying complexity level to be used (Objective 4 - Complexity Level).
This subsystem substitution notation (Symbol S12) is equivalent shorthand for the literal
constraint schematic shown in Figure 5.17. Option category m indicates subsystem s can

be one of n possible types of objects, s;=t;, for i=1...n. Figure 5.17. Per the meaning of
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option category m (switch m) in the literal constraint schematic, only one subsystem can
be used at any one time. Each subsystem substitute, s;, is an option (switch position) in

the subsystem substitution option category (switch).

51 (m.1]
Y/
5
Da ¢
Db d [ml1}
[m.] \_o
si [m.i] (] x
/ t
Da ¢Q
Db d
fml1]
[m.i]
Sy [m.n] * y
7 . (mn]
Da ' ¢Q
Ob  d

a. Literal Constraint Schematic

si[m.i}
Y/ ti
Da cG—Ox
Db dO—0Oy

b. Specialized Notation

Figure 5.17 Subsystem Substitution Notation

The subsystem substitutes, s;, typically represent alternate analysis models of
varying complexity that share a common ancestor in the is-a hierarchy. For example,
subsystem substitution could be used to offer greater accuracy in calculating transverse

deformations in the same flat object. For this case possible subsystem substitutes, in order
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of increasing complexity, are beams, plates, and shells. Their common ancestor in the is-a
hierarchy would be thin deformable bodies.

As the ABB constraint schematic uses each possible subsystem substitute, s;, for a
similar purpose, the interface of each subsystem to the constraint schematic is nearly the
same, if not exactly the same; thus, a high degree of modularity is possible. An actual
example of subsystem substitution is given in the case studies (Chapter 9) where different

PBAMs are used to provide strain input to a solder fatigue model.

3.7 EXTENDED CONSTRAINT GRAPHS

An extended constraint graph, introduced in Section 5.1, is another view of a analytical
building block. It discards distinctions between types of relations and shows the detailed
relations inside subsystems. Such characteristics can cause the "tangled knots" problem as
noted previously, but this view can also be useful to trace constraint dependencies.
Hence, one can use it visually to determine what variables are needed to produce a given
output - something that is not immediately obvious given a constraint schematic with
subsystems. Figure 5.18 shows the extended constraint graph of Elementary Rod. In the
next example, this ABB is used as a subsystem with the view given in Figure 5.14 (b)
(with F=0). Under this special case, the variables E and A are not needed as Eqn. 5.2
reduces to the following form:

£ =0AT 5.2)
Therefore, an extended constraint graph under this special case is given in Figure 5.19

where r;’ represents the preceding equation.
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Figure 5.18 Extended Constraint Graph for Elementary Rod

Elementary Rod
L
14
AL
.

material model 0 ! e

Ty
F=0 AT
T

Figure 5.19 Special Case Extended Constraint Graph

EXAMPLES5.3  ABB with a Subsystem (Safe Rod)

As a simplified example, assume an engineer is interested in the total deformation,
AL,, of the rod in Example 5.1 scaled by a safety factor, n. The engineer is only
concerned about deformations caused by thermal loads. Figure 5.20 gives the constraint
schematic of a new analytical building block, Safe Rod, for this purpose which uses
Elementary Rod as a subsystem per the view given in Figure 5.14 (b) (with F=0).
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Figure 5.20 Constraint Schematic for Safe Rod

The extended constraint graph for Safe Rod is shown in Figure 5.21 along with an
optional border around the portion that comes from the extended constraint graph of
Elementary Rod (Figure 5.18). By comparing these last two figures, one can see that the
constraint schematic is much simpler as it hides all the relations inside the Unsafe Rod
subsystem. Though the extended constraint graph is more complicated, it enables one to
trace through the dependencies among the variables.

For example, if one wanted to know how to obtain strain, €, one can simply look
for relations in which € is involved (indicated by an edge between € and a relation).
Supplying inputs to the other variables in such a relation will then determine €. For
example, inputting AL, and n will determine AL. Assuming one also inputs L, then € will
then determined. Alternately, one could supply all inputs to r; except €. Thus, there are

several possible input combinations that will determine the value of variable €.
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Figure 5.21 Extended Constraint Graph for Safe Rod

Finally, with complicated ABBs, it is probably best to show only one combination of
options on a single constraint graph. Thus, while an ABB has only one constraint
schematic, it can have many extended constraint graphs that correspond to potentially all
combinations of options in each option category as well as for special cases (e.g., when a

variable equals zero as in the above example).

5.8 1/O TABLES

Considering the example just covered, it would be convenient to have some way of
documenting which inputs need to be supplied to give certain outputs. An input/output
table (I/0O table) is another view of an analytical building block that serves this purpose.
This view is derivable from the ABB structure, but is obtained more easily by tracing the
corresponding extended constraint graph. Ease of reference (particularly for the human
user) is the primary utility of this view.

The general form of an I/O table is given in Table 5.7, where the attributes are

explained in detail next. Briefly, the column headings, v;, are the variables, and the rows
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object name

Conditions

conditions
Vi V) Va
t t t

Table 5.7 General Form of an I/O Table

are the input/output combinations (where ¢t = I, O, I', m, a, or <blank> as explained

below).

object The object to which the I/O table belongs.

conditions Any special conditions that are assumed (e.g., taking the value of a variable to
be zero).

options The collection of options that are specified for this table.

variables An ordered collection of the variables under consideration. All variables must
be attributes or subattributes of the specified object. These variables are the column
headings in an I/O table.

I/O combinations A collection containing fully constrained I/O combinations (but not
necessarily all possible combinations). An I/O combination is an ordered collection
that is ordered according to the variables collection. In other words, each row in an
I/O table is an I/O combination Each element in the I/O combination indicates the I/O
status of the corresponding variable according to the following symbols:

I

o

Il

The variable is an independent input. If the conditions include that a given
variable must have a specific value, that variable falls under this category.

The variable is the designated output. Only one variable can be the designated
output in an I/O combination. Note that several /O combinations can give the
same variable as the designated output, O.

the variable is an independent input where one of its subvariables (in the part-of
relationship) is the desired output, O.

The variable is determined intermediately. In other words, the value of this
variable is found in order to determine the designated output, O.

The variable is determined by an ancillary relation (a relation that is not used to
determine O but is still connected to the constraint graph and is fully constrained

by the /O combination).
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<blank> The variable is not fully constrained by the given inputs in this I/O combination
(i.e., its value cannot be determined from the given inputs).

Table 5.8 is a partial I/O table for Elementary Rod with respect to the subsystem view used

in the Safe Rod example. The special case extended constraint graph in Figure 5.19 is
useful for manually tracing the /O combinations in this table. Note that several /O

combinations are shown which produce strain, €, as an output.

Table 5.8 General Form of an I/O Table

Elementary Rod
Conditions
F=0
L |« T, |T £ AT | AL
1 1 1 1 m m O
I 1 O
1 0) 1
1 1 1 O m
1 0) I
1 0) 1
0) 1 1
0) I | I m
O 1 I
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5.9 The ABB Structure

The ABB representation is an information model that has a defined structure and defined
operations analogous to mathematical entities. For example, a matrix is composed of
elements arranged in a row-column structure. Defined matrix operations include addition,
multiplication, and inversion. This section defines the structure of the ABB representation
using concepts that have been defined throughout this chapter. This structure is formally
called the ABB structure. ABB operations are defined later in this chapter.

Several views of an analysis model have been defined thus far in this chapter. The
ABB structure contains the same information as all these views combined. Each view
discussed above is actually just a subset of the information model of an analysis model.
The ABB structure contains the complete structural aspects of this information model.
Therefore, one can say that the ABB structure is the master view, as all other structural
views can be derived from it.

The general ABB structure can be thought of as a template with defined blanks to
be filled in. Creating an ABB to represent a particular analysis model involves filling in
those blanks with the relations and variables of that analysis model. The first part of this

section defines these blanks.

DEFINITION 5.15 A relation is an ABB-specific relation, ASR, with respect to an ABB,
A, if it is defined in A.

The general form of such a relation 1) is not generally useful or applicable outside
the scope of A and/or 2) is not naturally part of another object (which is why A must
define it). An example of case 2 is the linear elastic stress-strain relation for materials,
which is an ABB-specific relation for a linear elastic material model ABB. Other ABBs

can use this ABB (e.g., a Rod), but typically would not use the stress-strain relation apart
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the context of the material model ABB. Therefore, as a counter example, the stress-strain
relation would not be an ABB-specific relation with respect to a Rod. Counter examples
for case 1 include the scale & offset relation and the absolute value relation which can be

used in many different objects.

DEFINITION 5.16 A linkage is a relation in an ABB that is not an ABB-specific relation.

DEFINITION 5.17 A semantic linkage is a binary linkage that maps the name of a
variable in one scope to a name that is meaningful in another scope. (This concept was

first introduced in Section 5.5 with respect to subsystems.)

DEFINITION 5.18 An ABB partition, AP, is a constraint schematic partition that
categorizes variables and constraints according to their use in the ABB structure. These
subsets are:

variables, V ABB-specific relations, ASR
subsystems, SS linkages, L

One of main purposes of an ABB partition is to serve as a primary partition or as options

in an ABB (see next definition).

DEFINITION 5.19 An ABB (analytical building block) is a representation of an analysis
model. An ABB consists of a primary partition and a collection of option categories. In
an ABB, the primary partition and all options contained in the option categories are ABB

partitions.
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OBSERVATION
1. The primary ABB partition is always connected to the constraint graph of the

ABB.

The following abbreviated template summarizes the general structure of an ABB (Figure
5.22), where indentation denotes the part-of relationship. Also, S={g;} denotes a set {q;
g2...» qn} where all elements of § are of type g. The subscript i denotes a non-zero
positive integer.

The general format used to document the ABB structure is given in Figure 5.23
where italicized names are items to be replaced with information that is specific to a given
analysis model. In this template, an ellipsis (...) denotes possible repetition of the
preceding entity. Figures 5.24 and 5.25 are example ABB structures that have been filled
in with information specific to the Example 5.1 analysis model using the Elementary Rod

constraint schematic (Figure 5.12) and associated object relationship diagram (Figure

ABB
primary partition, PP
variables, V = {variable;}
subsystems, SS = {abb;}
ABB-specific relations, PSR = {constraint;}
linkages, L = {constraint;}
option categories, OC = {
ABB option category;
common partition;
ABB options;, OP; = {
ABB partition ;
variables, V = {variable;}
subsystems, SS5j = {analytical model }
ABB-specific relations, ASRj = {constrainty }
linkages, Lj = {constrainty }

}
Figure 5.22 Abbreviated Structure of an Analytical Building Block (ABB)
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5.11). A new type of ABB is designated as an ancestor class of the general ABB class
(e.g., see Appendix F) by specifying its parent ABB class in the "Superclass:" slot.

Each variable and may have arbitrarily deep part-of hierarchies which can be
specified in indented form (explained previously in this chapter for the part-of symbols G4

and S4). Each variable is a variable of the following form:
variable: class (default: defaultvalue | := required value)

The first designation, class, is a restriction on the type of variable that variable is, and the
last two are restrictions on its value. All such designations are optional and based on
EXPRESS syntax [ISO 10303-11]. Here the notation (a|b) indicates either a or b is
allowed, but not both. A subsystem variable is a variable in a subsystem which follows
the same syntax as variable and can have the same part-of hierarchies.

For subsystem variables, only those restrictions that are different or in addition to
restrictions already specified in the subsystem models should be specified here. Note that
these type and value restrictions are actually special types of unary constraints. Only
subattributes used by the partition being described should be included.

The Semantic Linkages contains linkages of the type so indicated. Other
linkages can be specified in the Other Linkages section by giving the relation itself using
variable or subsystem variable names. Standard dot-delimited notation can be used to
specify subvariables in these sections.

Option categories are defined in the so-designated section of the ABB structure.
The notation [¢.k] indicates that the variable or relation on that line belongs to option k in
option category g. Items in the option category section that have no such designation
belong to the common partition of that option category. Example usage of options is

given in Chapter 9 and Appendix G.
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Comparison of Other Views

A constraint schematic graphically captures the class-oriented information that the object
relationship diagram does not, including inherited class values of some class attributes
(indicated by shading). However, the constraint schematic view is weak where object
relationship diagram is strong: no is-a hierarchy information (beyond the shaded inherited
attribute values) is depicted. The constraint schematic also does not show the restrictions
on variable values contained in the ABB structure (class, default, and value restrictions).
Although it identifies the existence of relations and how variables are connected to them,
the constraint schematic does not give the definitions of the relations; the ABB structure
supports such definitions. ~Altogether, with the exception of the items noted, the
constraint schematic contains a large portion of the information defined in the ABB
structure.

In summary, the ABB representation is a general information model of analysis
models. This section has defined the general ABB structure. Creating a particular type of
ABB that represents a specific analysis model involves filling in the ABB template with the
specific information of that analysis model. The ABB structure can be thought of as the

master view from which all other structural views can be derived.

5.10 SUMMARY OF STRUCTURAL VIEWS
Thus far, this chapter has introduced the structural aspects of the ABB representation as

captured in the following five views:

Table 5.9 ABB Structural Views

e ABB Structure o Subsystems
e Constraint Schematic o Extended Constraint Graphs
o Object Relationship Diagram  « /O Tables
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The ABB structure fully defines a particular type of ABB that represents a specific
analysis model. The ABB structure can be considered the master view in that all other
structural views can be derived from it. As the ABB structure is in textual form, it can be
difficult to comprehend as a whole. The other views aide comprehension through graphics
visualization and information hiding, but they are incomplete. Therefore, all views
together play complementary roles to help humans understand the structure of an ABB.

Appendix G shows one way in which all views can be combined together to
provide a humanly comprehensible (but redundant) documentation of specific types of
ABBs. This conglomeration could be shown without redundancies (e.g., the linkages in
the master view could be omitted as they are shown in the constraint schematic) and is
analogous to the "data sheet" description of electronic components in vendor data books.

For increased modularity and decreased redundancy, these ABB views reference
the following kinds of resources:

1. Parent ABB "Data Sheets"

2. Other ABB "Data Sheets"
Therefore, to understand what a given ABB does, one may have to refer to such data
sheets of other ABBs that are used to build the ABB of interest.

The importance of these views is that they can help one develop, implement, and
use an ABB. Developing ABBs to represent a given analysis model involves populating
the structural views given above and is largely implementation independent. Once the
views are completed, the ABBs can be implemented in a computer system with the aide of
mappings from the general ABB structure to a particular type of implementation. These
views can help one understand how an specific ABB works and, hence, help one use an

ABB. For example, an I/O table tells one what I/O alternatives are possible. The next
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section deal with how one can use an ABB. Guidelines for both developing and

implementing PBAMs are given in Chapters 7 and 8 respectively.

5,11 INSTANCE VIEWS

An instance view shows an ABB as used in a specific situation. It should be emphasized
that, as the name implies, this view illustrates the potential use (operation) of an instance
of a particular class of ABB; in contrast, the views defined previously deal with the
general structure of a particular class of ABB. Table 5.10 gives the constraint schematic
notation used to depict instance views.
DEFINITION 5.20 An analysis context is a user of an ABB instance. This user can be
either a person or a computer tool (e.g., an expert system that needs some analysis
results). Another ABB cannot be an analysis context.

To utilize an ABB once it has been implemented, the analysis context initializes the
ABB, connects the necessary analysis entities, and specifies which variables in the ABB
are inputs, as well as which variable is the output. (These operations that an analysis

context can perform on the ABB instance are defined in the next section). If the analysis

Table 5.10 Constraint Schematic Instance View Notation

S13 Jumper The analysis context has | a=b

connected a and b together

b H a . .
using a jumper.

S14 Instance View An instance of subsystem s
s has variable f input into

variable s.c. Variable g is
4 read as an output from s.d.

a ¢ %f In contrast, variables & and
b d s.e are always equal.
eJ—Onh
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context is a person, highly interactive use of the ABB may be possible. For example, the
person can change which variables are inputs and which are outputs to answer "what-if"
type questions. Additionally, he or she can inject new values into the same input/output

combination and see the result by probing other variables.

DEFINITION 5.21 A jumper is an equality relation that is not part of the defined
constraint schematic of an ABB. Only an analysis context can add and delete jumpers.
Constraint schematic jumpers are analogous to physical jumper wire connections
used to test electronic systems (thus the name of this concept and Symbol 13). They can
be added and deleted dynamically by an analysis context, whereas the constraint schematic
of a specific class of ABB is static, barring any correction or enhancement to its ABB
structure. Jumpers can be thought of as non-permanent connections; however, they are
not removed until the analysis context removes them. Two types of instance views that

use jumpers are described next.

Standard Instance View
A standard instance view contains a subsystem view of an instance of ABB along with
its connections to an analysis context. Using the standard instance view notation (S14), a
representative form of this view is given in Figure 5.26, for ABBy - an ABB of type . If
desired, specific values of variables can be included, as well as arrows indicating the
input/output combination chosen.

The analysis context specifies the options for ABBg,which can be indicated in a
(possibly) indented list. If the ABB contains nested subsystems with option categories,

the instance view must specify those options as well, or default options will be used.
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Thus, this option list will generally be hierarchical, where indentation of a given line
indicates how deeply nested the subsystem is for which the option is specified.

For example, in Figure 5.26 the options indicated for ABBy are p.2 and q.1 (where
p and q are the names of two option categories in ABBy, and the numbers 2 and 1 indicate
the selected option within each category). Option category p might be a subsystem
substitution type category. In the figure, the analysis context has selected option p.2 to
specify a specific ABB (designated as option #2) to use as the substituted subsystem. This

subsystem evidently has an option category r, and option r.1 has been selected.

Analysis Context ABB,
d t
a, Options
a a a p2
h h 70 1
a 4 4 Q q.1
4 Q D 4 _|

Figure 5.26 Representative Standard Instance View

Detailed Instance View

In a detailed instance view, the ABB subsystem symbol graphically includes the
constraint schematic of the ABB to the extent that is needed for the analysis context at
hand. In other words, this view is basically a standard instance view with some of the
inner ABB details shown.

Switch positions and the names of selected substitute subsystems can be changed
to indicate which options are in effect for a detailed instance view (i.e., the switch
positions and subsystem names are changed from the neutral positions and names that they
have in the ABB constraint schematic). Values of intermediate variables within the

constraint schematic can also be shown on this view if desired.
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Chapter 9 contains examples from the case studies of both standard and detailed

instance views.

Whereas the pervious sections defined the structure of the ABB representation, this
section discusses the operations of the ABB representation. The general process for an
analysis context to use an ABB is given in Figure 5.28, which is an adapted version of the
general routine analysis process given in Chapter 4 (Figure 4.4). This figure shows the
steps that the analysis context performs to use a particular type of ABB, e.g., as in
instance views defined in the previous section. Each step designated by a dagger (t) in the
figure can be carried out by one or more operations that are part of the ABB
representation. Those steps with no symbol are beyond the scope of the current ABB
representation.

At present, the general definitions of the operations that fulfill each designated step

1. Design product.
2. Perform routine analysis.
2.1 Identify application (the design problem).
2.2 Choose ABB for application.
t2.3 Setup ABB.
+2.3.1 Instantiate ABB.
+2.3.2 Specify options.
+2.3.3 Link ABB with input/output entities.
1 2.3.4 Specify /O combination.
+ 2.4 Reconcile ABB.
t 2.5 Read results.
2.6 Check results.
2.7 Interpret results to determine design changes.
3. Make design changes.

+ Analysis context responsibilities (performed using ABB operations).

Figure 5.27 Steps for Using ABBs in Routine Analysis
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have not been developed. Therefore, the following discussion describes these operations

in general terms based on preliminary work done to date.

Steps for Initial Use of an ABB
STEP 2.3 Setup ABB.
To fulfill this step, the analysis context performs the substeps given in the figure

(Steps 2.3.1-2.3.4), which are defined below.

STEP 2.3.1  Instantiate ABB.

This step creates an instance of the specified type of ABB (i.e., a template of the
ABB is created per the ABB structure of this type of ABB - at this point it does not
contain specified options and the values of the variables are not known). Upon
instantiation, operations internal to the ABB recursively initialize the primary partition by
initializing all primary partitions in the ancestor classes of the ABB.

Initializing an ABB partition is a basic operation also used in other steps that
involves the following substeps:

1. Instantiate each subsystem in the partition (ie., recursively performing this
operation (Step 2.3.1) on each subsystem in the partition). Note that this process
continues with each nested subsystem as deep as is needed (i.e., until subsystems
with no internal subsystems are reached).

2. Create constraints between subsystems to fulfill the ABB-specific Relations and the
Other Relations specified in the ABB structure.

Thus, recursion is used both to initialize the primary partition in an ABB (recursively up
the is-a hierarchy) and to instantiate each subsystem in the partition (recursively down the

subsystem nestings).
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STEP 2.3.2  Specify options.

The analysis context specifies options by first designating the options for the
outermost ABB (i.e., the ABB that was chosen in Step 2.2). Altemately, if the analysis
context does not specify any options, default options will be used.

Internally, the ABB initializes the common partition of each option category and of
each specified option. Then, depending on the types of options in the ABB, the analysis
context may designate options for ABBs that serve as subsystems in the newly initialized
partitions. These nested option specifications can go as deep as the subsystem nestings,

and tend to occur with option categories that are of the subsystem substitution type.

STEP 2.3.3  Link ABB with input/output entities.

The analysis context performs this step by assigning an entity to each desired
variable in the ABB (i.c., the entity becomes the value of the associated variable). Note
that entities can be assigned to variables that will be the output and/or intermediate results
in the ABB for the purpose that their values can received as outputs. Thus the term “link”

is used above rather than just saying "Input the needed (input) entities into the ABB."

STEP 2.3.4  Specify I/O combination.

The analysis context tells the ABB which variables are the inputs and which is the
output in order to designate which variables in the ABB are not allowed to change (the
inputs, I) and which are allowed to change (the output, O, and all other variables not
specified as inputs). The I/O table corresponding to the selected options is helpful to
determine which I/O combinations are possible for this step. In fact, potentially the ABB

can use such tables to check that the specified I/O combination is valid.
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STEP 2.4 Reconcile ABB.

In this step the analysis context basically tells the ABB that its setup has been
completed and, hence, that the ABB should determine the output based on the given
inputs and designated options. In other words, the ABB is told to reconcile the values of

all variables by making them consistent with the given inputs and designated options.

STEP 2.5 Read results.
The desired result can be seen by retrieving the value of the output variable.
Similarly, intermediate and ancillary results (designated by m or a, respectively, in the /O

table) can be seen by retrieving the values of their associated variables.

Steps for Subsequent Interaction with an ABB

After Step 2.5 has been completed, the analysis context can proceed to the subsequent
steps as given in Figure 5.28, or it may perform some of the following steps to interact
with the ABB. These steps and associated operations are useful for "what if" type design
scenarios as exemplified in Chapter 9. The prime (') next to the step number indicates that
essentially the same step as above is being performed, but that the ABB has been
reconciled (Step 2.4) at least once. Therefore, the below steps are ones that change an
existing ABB instance rather than setup a new ABB instance for the first time.

Consequently, Step 2.3.1' does not exist.
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STEP 2.3.2'  Change options.
It may be possible to change options in the current ABB instance, for example, to
see the effects of different loading conditions. The internal workings to achieve this step

(changing options) have not been investigated in this thesis.

STEP 2.3.3' Change ABB linkages with input/output entities.
This step can be performed to try new input values in the previously specified /O

combination, or to create new links with new inputs/outputs for a new I/O combination.

STEP 2.3.4'" Change I/O combination.

After the analysis context specifies a new I/O combination (i.e., changes the /O
combination) in the same manner as before, internally the ABB must change inputs and
outputs in such a way that the state of a given variable is not changed unless so desired.
In other words, if a variable that is currently an output is changed to be an input, the value
of the variable that was determined should be preserved, if desired, so that the same value

can be used subsequently as an input.

STEP 2.4’ Reconcile ABB.

This step is basically the same as before.

STEP 2.5' Read results.

This step is basically the same as before.
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513 Prelimi Set of G 1P ABBs (GPABBs)
The section highlights the initial set of general purpose ABBs (GPABBs) (i.c., ABBs
that are not inherently associated with a particular type of product) that are described in
detail in Appendix F. All ABBs introduced thus far are classified as general purpose
ABBs. Table 5.11 summarizes the different types of GPABBs discussed in Appendix F3,

which also includes ABB structural views of for some of these GPABBSs.

Table 5.11 Categories of General Purpose ABBs (GPABBs)

GPABB Category Examples

¢ Matter Models » Linear Elastic, Viscoplastic, Coffin-Manson
e Continuum Models o Shell, Plate, Beam, Rod

¢ Discrete Elements e Spring, Mass, Resistor

o Interconnection Models « No-Slip Connection, Revolute Pair

o Analytical Variables e Force, Stress, Strain, Temperature

o Analytical Systems e Cantilever Beam System

It should be emphasized that this initial set is not the focus of this research; rather the
intent has been to define such GPABBs to the extent that they can be used by PBAMs, per
the methods given in Chapter 6. (The reader is encouraged to skim Appendix F now for a
better appreciation of the PBAM discussion in the next chapter). Figure 5.28 is an object
relationship diagram containing some of these GPABB analytical primitives (Beam and

Linear Elastic Model) as used to create exemplar analytical systems (Slender Body Systems).

3 The reader is encouraged to skim Appendix F at this point to enable a better understanding of the
material to come in Chapter 6.
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Figure 5.28 Example GPABB Object Relationship Diagram

EXAMPLES5.4  Matter Model (HIH Model, a.k.a. Linear Elastic Model)

Figure 5.29 shows the partial constraint schematic and one possible subsystem view for

the isotropic linear elastic (HIH) stress-strain model HIH Model (a type of Matter Model),

used in Figure 5.28. Relations among the material properties as well as part of the

constitutive relation between stress and strain are shown [Crandall, et al., 1978].
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Figure 5.29 A Matter Model

5.14 Summary
This chapter defined the structure and operations of the analytical building block (ABB)

representation to represent engineering analysis models. Several views of this structure
were introduced using simplified examples, including the constraint schematic view which
merges constraint and object concepts. The master view, termed the ABB structure,
contains the complete structural definition of an ABB; all other structural views can be
derived from it.

Operations supported by the ABB representation were given that define how a
user can interact with an ABB. One operational view, the instance view, was provided
which depicts such ABB usage. Finally, an overview was given of the starter set of

general purpose ABBs contained in Appendix G.
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CHAPTER 6

THE PBAM REPRESENTATION

The previous chapter defined the ABB representation which can be used to represent
engineering analysis models. Two mutually exclusive types of ABBs can be defined:

1. Non-product-specific ABBs (i.e., General Purpose ABBs)

2. Product-specific ABBs (i.e., PBAMs)
The ABBs in the first category are "general purpose” in the sense that they potentially can
be used in the analysis of many different types of products. In other words, by themselves
general purpose ABBs contain no linkages with a specific type of product. (All examples
given in the preceding chapter are general purpose ABBs.)

In contrast, product-specific ABBs contain such associativity by definition; such

ABB:s are called product model-based analytical models (PBAMs). The term analytical
building block (ABB) has been used in generic reference to both types of ABBs because
PBAMs generally are built from both types of ABBs. Figure 6.1 summarizes the different
categories of ABBs using indentation to indicate the is-a relationship. The two terms in
this list that have not been discussed yet (Simple PBAM and Complex PBAM) are defined

later in this chapter.
ABB

General Purpose ABB
Analytical Primitive
Analytical System

PBAM
Simple PBAM
Complex PBAM

Figure 6.1 Classification of Analytical Building Blocks
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This chapter first overviews product modeling concepts and then discusses how
product models can be linked with analysis models using PBAMs. The general PBAM
representation is then defined in terms of how it is a specialization of the ABB
representation. Because of this relationship, the same ABB structure, operations and
associated views (Subsystems, Constraint Schematic, Extended Constraint Graphs, Object
Relationship Diagram, I/O Tables, and Instance Views) that were described in the
previous chapter apply to PBAMs as well. Special considerations when using these views

for PBAMs are also given in this chapter.

6.1 Product Model Background

Since PBAM:s deal directly with detailed design information, an overview must be given of
the product modeling approach to represent such information. ISO STEP (the STandard
for the Exchange of Product Model Data) [ISO 10303-X] introduced in Chapter 4 is
perhaps the most extensive work to date that deals with the representation of product life
cycle information. The titlés of representative Parts of STEP in Table 6.1 convey the wide
variety of such information, including geometry, material, assembly information, cost, and
versioning. (See the References for a complete listing of STEP Parts.)

STEP, based on a building block philosophy, defines Integrated Resources that are
used to build product models for specific purposes as defined in the Application Protocols
(APs) [ISO 10303-1]. The Application Resources in the Integrated Resources section are
product models for a particular class of product information (e.g., Part 102 Ship
Structures) which are built largely from entities defined in the Generic Resources. In a
nutshell, STEP is an attempt to define a large library of entities from which product
models can be built. Some product models for specific product domains are included in

this library.
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Table 6.1 Representative STEP Parts for Product Models
Integrated Resources
Generic Resources

10303-41,  Part 41: Fundamentals of Product Description and Support

10303-42,  Part 42: Geometric and Topological Representation

10303-43,  Part 43: Product Shape Interface Model

10303-44,  Part 44: Product Structure Configuration Management

10303-45, Part 45: Materials

10303-46, Part 46: Presentation

10303-47, Part 47: Shape Tolerances

10303-48, Part 48: Form Features

10303-49,  Part 49: Product Life Cycle Support

Application Resources
10303-101, Part 101: Drafting
10303-102, Part 102: Ship Structures
10303-103, Part 103: Electrical Applications
10303-104, Part 104: Finite Element Analysis
10303-105, Part 105: Kinematics

Application Protocols
10303-203, Part 203: Exchange of Configuration Controlled Data
10303-207, Part 207: Sheet Metal Dies Planning and Design
10303-208, Part 208: Life Cycle Product Change Process
10303-209, Part 209: Composite and Metallic Structures

A basic assumption taken in this research follows: A product model must exist that
represents the product being analyzed. The product information needed by the analysis
model is extracted from this product model - PBAMs specify what information is
extracted and what part of the product model it comes from. As product modeling is still
a relatively new field, it is more likely that a particular product model does not exist that
contains all the information needed by a particular analysis model. Therefore, at present,
the development of a particular PBAM to represent a particular analysis model, and the
development or extension of a particular associated product model probably will require
simultaneous effort. The STEP project is viewed as a potentially major source of

modeling techniques and product entity resources for such product model development;
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however, as many of the Parts listed in Table 6.1 are still in early development stages, the

ultimate usefulness of STEP remains to be seen.

EXAMPLE 6.1  Product Model (Surface Mount Resistor)
7 6 s
2 1 4
/ /] NN
4 / ,I
| '

1 - Ceramic base ( 96% Al203); 2 - Resistive element; 3 - Land termination;
4 - End cap (electrode metal); 5 - Nickel barrier; 6 - Protective glass film; 7 - Solderable coating

Figure 6.2 Construction of a Thick Film Rectangular Chip Resistor

From a PWA design perspective, an electrical component is just a simple device that has
only a few attributes of interest (e.g., part number, cost, and total length width, height).
In actuality, electrical components themselves are “"assemblies” that can be relatively
complex as illustrated by the construction of the surface mount resistor in Figure 6.2 [Mao
and Fulton, 1992; Hinch, 1988, p. 34]. A simplified product model of this device is given
in Figure 6.3 that will be used in later PBAM examples. Note that this figure is only an
object relationship diagram view (using EXPRESS-G) of the product model.

The ceramic base is modeled as a Rectangular Primitive Component - a physical
object composed of a single material upon which other Primitive Components can be
added/assembled. The material attribute of Primitive Component has an attribute of type
Elementary Material Model (a linear elastic stress-strain model) which is general purpose

ABB defined in the last Chapter in Example 5.1.
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All other aspects of the chip resistor are modeled as Additive Layers which is a
special type of Basic Component that represents thin structures such as coatings and films.
Whereas attributes describing the region covered these layers should be included, only the

thickness is included in this product model for simplicity.

part number O BT E n
total length O rmitve | material ementary
o—=esYl Part o width 3 Component | 9 Material
(! 'M!ght_o stress-strain model
El'amen_ta'ry
Electrical ateria
Component Model
| o
O—thickness | - Rectangular |lengh -~
& & Additive Primitgi’ve widh _~

Capacitor Resistor |resistance Layer Component [height 5

(0JO1S]10) (f O
A base T

resistive element
Surface Mount land temination

Resistor ~Tociiode

T~ barmier
protective film
solderable coating

Figure 6.3 Simplified Product Model of a Surface Mount Resistor

A key point from this example is that even a relatively simple device like a chip
resistor can have a rather detailed and complicated product model. Whereas an analysis
model of a full PWA might need only a small part of this component information, a
detailed analysis model of a solder joint connected to such a component might need much
more.

A final key point is that product model attributes also can have relations among

them. For example, the total length attribute of a Part can be determined by the following
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relation, where L means length, ¢+ means thickness, and the subscripts refer to the region

numbers in Figure 6.3:
Ltotal = Ll + 2(t4 +15 +t7) (6.1)

Such relations can be used to supply information to an analysis model as discussed in the

next section.

5.2 Product Model T g ions for Analysi
Objective 3 (Associativity) in Chapter 4 covered the need to relate product information to
analysis information along with the characteristics of this associativity. Analysis modeling
idealizations and design synthesis operations were described there as transformations that,
respectively, convert product information into analysis information and vice-versa.

One key concept to be established in this section is that modeling idealizations and
design operations can be viewed as opposite forms of the same relation. If viewed as a
binary relation, a modeling idealization is the standard form of the relation (i.e., the
"natural” form - with respect to an analysis perspective) The corresponding design
operation is then the inverse form of the same relation. Therefore, the term product-
analysis transformation (PAT) is used here for a single relation that has both standard
and inverse forms. For example, knowing the material in a part and determining the linear
elastic stress-strain properties of that material is the standard form (an idealization) of a
PAT. The inverse form (a design synthesis operation) of the same PAT follows: given
some desired stress-strain model properties, find a material that has those properties.

As arelation, a PAT can be included in the constraint schematic of a PBAM just as
any other relation. With this approach, bi-directional associativity between analysis

information and product design information is possible. Before the term PAT is defined
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specifically, a more precise distinction must be made between product and analysis

information.

DEFINITION 6.1 A product variable is a variable that a designer would specify in order
to define a product fully so it can be manufactured.

Admittedly, this definition is not that formal, but it serves its intended purpose in
this chapter. A product variable usually cannot be used directly by an analysis model but
instead may be an aggregation of variables that can.

For example, an entity representing a material such as solder can contain numerous
models of its stress-strain behavior. The material entity is a product variable as a designer
can specify a particular type of material. In contrast, specifying material properties in and
of itself does not determine what material should be used to make a product. Each of the
stress-strain models and the attributes they contain (e.g., E , v, G, and o for an isotropic
linear-elastic material model) are considered analytical variables (see the next
DEFINITION). Analysis models would utilize entities that represent stress-strain models

rather those representing materials.

PROPERT)(

1. A product variable in a PBAM is patriarchical if it is not a uniquely specified
attribute of another product variable in the PBAM.

REMARK Given a collection, E, that is a product variable in a PBAM, P, and a
product variable, e, such that e E. It is possible to have e as a patriarchical
product variable in P for any ec E.

Specifying E does not uniquely specify e. Therefore, e meets the criteria of

PROPERTY 1 above. Therefore, the preceding REMARK is true. The purpose of
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this property and remark is to establish that both a collection and its members can
be "independent" product variables in the same PBAM. The only restriction on e
is that it be a member of E.

An example of this situation occurs in the solder joint fatigue case studies.
Briefly, a PBAM has a product variable called pwa that has a collection called
component occurrences. The same PBAM also has a product variable called
component occurrence whose value specifies the component-solder joint-pwb
assembly to be analyzed. The analysis context must specify which component
occurrence in the collection will be assigned to the variable component occurrence,
as specifying a value for pwa does not specify which component occurrence to

analyze.

DEFINITION 6.2  An analytical variable is a variable that is used by an analysis relation.

All variables in general purpose ABBs are analytical variables, while a PBAM can
contain both types of variables. Examples of analytical variables include boundary
conditions, performance variables, simplified geometry, and solution method parameters.
Some analytical variables may be defined for convenience in linking subsystems and
PBAM-specific relations (e.g., when a variable is used intermediately by more than two

subsystems or PBAM-specific relations).

DEFINITION 6.3 A product-analysis transformation (PAT) is a linkage between one
or more product variables and one or more analytical variables.

Some noteworthy aspects of PATs, such as their standard and inverse forms, were
discussed at the beginning of this section. Another one is that PATs usually are contained

in the product model if they are PATSs that are commonly used. For example, a relation to
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calculate total dimensions of a multi-material part or an assembly is a PAT that would be
useful in potentially many PBAMs. Such a relation was encountered in Example 6.1 for
the surface mount resistor (see Eqn. 6.1). As in that example, a part-of relationship will
exist between the analytical variable (e.g., total length) and product variables in the
product model. PATs that are defined in the product model are called standard PATs.
PATs that are defined in a particular type of PBAM are a special type of ABB-
specific relation and are called PBAM-specific PATs. Like general ABB-specific

relations, they are not generally useful outside the PBAM which defines them.

6.3 Simple PBAMs

The preceding section established that a PAT is a linkage which represents a modeling
idealization and associated design synthesis operation as a single relation. Hence, a PAT
relates product variables with analytical variables. This section shows how these newly
defined concepts fit into the PBAM representation to make it a specialization of the ABB
representation.

The basic structure of a simple PBAM is illustrated in the form of a detailed
instance view in Figure 6.4. (The difference between a "simple" PBAM and a "complex"
PBAM will be defined in the next section). Typical categories of each type of entity

contained in a simple PBAM are included.
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Analytical Variables Analysis-Analysis Transformations

- loads - mathematical operations
- stresses, strains, deformations - coordinate transformations
- performance criteria - extrema selection
Analysis Context
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Product Variables Product-Analysis Transformations Subsystem
- systems - components - geometric transformations
- assemblies - features - material transformations
- sub-assemblies - boundary condition idealizations

Figure 6.4 Structure of a Simple PBAM

A PBAM has one or more patriarchical product variables (p; and p, in PBAM,
in this figure) which specify the eldest product variables that can be connected to the
PBAM. Internally the PBAM can decompose these variables into their subattributes (p3,
P4 ps in PBAMy) per the part-of relationship. Anmalytical variables (a; through ag in
PBAMy) can also be included in the scope of the PBAM and may be decomposed into
subattributes in the same manner as product variables.

Product-analysis transformations (PATs) are used to link product variables with

some of these analytical variables. For example, a PBAM-specific PAT exists between py
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and a4 A standard PAT is evidently contained the product model as a; is related to p; via
the part-of relationship.

Because a PBAM is an ABB, it can contain general purpose ABBs as exemplified
by the presence of subsystem s;. Both product variables and analytical variables in the
scope of the PBAM are typically eventually related to the analytical variables to such a
subsystem. For example, a PBAM-specific PAT exists directly between ps and subsystem
variable s;.ag.

Also, there may be analysis-analysis transformations within the PBAM scope
that relate analytical variables (e.g., r; in PBAMg). This type of transformation has the

following definition:

DEFINITION 6.4  An analysis-analysis transformation (AAT) is a linkage that relates
two or more analytical variables.
The emphasis of this type of linkage is relating analytical variables within a PBAM

scope and transforming analytical variables between subsystems.

EXAMPLE6.2  Simple PBAM (Component Extensional Model)
This example assumes that one wished to determine the total deformation of an electrical
component under a thermal load. Example 6.1 discussed how one such electronic

component (a surface mount resistor) is a non-trivial, multi-material fabrication.

Deformed State
y
e l
[ 1
o  GI,

Figure 6.5 An Electrical Component Analysis Model
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As a first approximation, one can treat such components as homogeneous
rectangular body that undergoes uniform extension (Figure 6.5). The following equation
then can be used to determine the total component deformation, AL,

AL =0o(T,~T,) I, 6.2)

where L, is the total length of the component which can be found using a relation like
Eqgn. 6.1. Here o, is the CTE of the primary material in the component. In the case of a
surface mount discrete (SMD) resistor like that in Example 6.1, the substrate can be
assumed to be the major body that contributes to the thermally induced deformation (due
to its geometric size and the magnitude of its material properties). Such an assumption is
based on qualitative engineering judgment. Thus, for SMD resistors o, equals the CTE of
the substrate material modeled with an isotropic linear elastic stress-strain relation. This

relation can be written as follows:

o.. = component.primary CTE material.o. (6.3)

Before constructing a PBAM to represent this analysis model, it is assumed that a
product model (like that in Example 6.1) exists or can be developed for all components to
be considered with this analysis model. As this simple component analysis model assumes
extension, it is natural to investigate if the Elementary Rod ABB (Example 5.1) can be used
to build a PBAM of this analysis model (because this general purpose ABB represents the
common engineering concept "rod," which is a body with uniform extensional behavior).

By looking at the relations and variables in an Elementary Rod, one sees that Eqn.
6.2 is a special case of this ABB's relations in which F=0. Thus, one can use this general
purpose ABB as a subsystem in a simple PBAM to represent the above component
analysis model. Figure 6.6 is the resulting constraint schematic of this new PBAM which

is called a Component Extensional Model.
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Figure 6.6 Constraint Schematic for Component Extensional Model

Here the subsystem is of type Elementary Rod and has been named Deformation Model per
the engineering semantics of the component analysis model. The special case subsystem
view where F=0 has been used (from Figure 5.14.b).

To link necessary product information with this subsystem, two standard PATs
have been used. Note the division between product variables and analytical variables at
these PATs as indicated by the dashed line. The top PAT deals with the total length
attribute of component and utilizes the total dimensions PAT given as an example when
PATs were defined in the previous section. This PAT is Eqn. 6.1 for surface mount
resistors. The other PAT determines the primary CTE material of the component (e.g.,
using Eqn. 6.3) and extracts its stress-strain model. Finally, the needed connection between
the CTE attribute of the stress-strain model and the subsystem can be made. This PAT
and attribute was not originally included in the resistor product model, but they can be
added readily.

One possible subsystem view of this PBAM is given in Figure 6.7 which meets the
original intent of the analysis model (to determine component deformation). Because
general purpose ABB was used, other analysis outputs are also possible from this PBAM,

including component strain, €. , and component temperature change, AT,, (as seen in the
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constraint schematic). In summary, this example shows how a simple PBAM can be built
fro a general purpose ABB and illustrates some of the major aspects of a PBAM: product

variables, analytical variables, PATs, and AATs.

Y Component
Extensional Model

D) ¢, component
DT,
DT, AL Q

Figure 6.7 Example Subsystem View for Component Extensional Model

6.4 Complex PBAMs
Because PBAMs are ABBs, PBAMs can be used as subsystems in other PBAMs. This
nesting of PBAMs can be arbitrarily deep. Thus, it is helpful to distinguish between
simple PBAMs and complex PBAMs by the characteristics given in Table 6.2.

Table 6.2 Characteristics of Simple and Complex PBAMs

# of Subsystems  Subsystem Types Emphasis
Simple PBAM 1 General Purpose Product- Analysis
ABBs Transformations
Complex PBAM 1 or more Any ABB Subsystem Interactions
(including PBAMs)

The structure of a complex PBAM is illustrated in Figure 6.8 which shows how a complex
PBAM can contain multiple subsystems which may themselves be other PBAMs. General
purpose ABBs may be used as subsystems and require analytical variable connections just
as when used in a simple PBAM; in contrast, PBAMs used as subsystems also require

connections to their product variables.
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Subsystem Interactions (Analysis-Analysis Transformations)

Figure 6.8 Structure of a Complex PBAM

Also note that subsystems can be connected to each other in a typically "my output
= your input" fashion (where input/output is relative to which variable is viewed as the
output of the outer PBAM). Thus, the emphasis of complex PBAM is usually on such
AATS between subsystems rather than on PATSs as in a simple PBAM.

EXAMPLE 6.3 Complex PBAM (Two Component Extensional Model)

A simplified analysis model will now be used to illustrate the above complex PBAM
concepts. Consider the case where two possibly dissimilar electrical components are
placed side by side and subjected to thermal loads. Assume someone! is interested in the

combined deformation of these two contacting components.

1 Admittedly it is doubtful that this scenario would be very useful in actual PWA design - it is given here
for illustration purposes only.
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One possible analysis model is shown in Figure 6.9 where it is assumed that the
temperature loads are uniform and that the component undergoes uniform extension

(subscripts ci denote component i, i=1,2).

Undeformed State

e et ]

Icomponent 1 component 2

O 7;’ ) *

Deformed State

—bl d—

T T, *
T

Figure 6.9 Combined Elongation of Two Electrical Components

y l AL,

The following equations would govern the deformation behavior of this analysis

model.
AL ;=0 4(T4-T,) Ly (6.4)
ALy =0a4(To-T,) Ly 6.5)
ALy = ALy +ALgy (6.6)

As one might guess, the PBAM from Example 6.2 (Component Extensional Model)
can be used to build a PBAM of this analysis model, as Eqns. 6.4 and 6.5 are present in
that simple PBAM. Because the electrical components might be different, the Component
Extensional Model is used in each of two subsystems (Component 1 Model and Component
2 Model) in this new PBAM (Figure 6.10) which is called a Two Component Extensional
Model.
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Analysis-Analysis Transformations (AATs)
Component 1 Model

Extensinal Model
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Component \
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2] YA ALQ

ALl

To

AL

Figure 6.10 Constraint Schematic for Two Component Extensional Model

Because each electrical component is assumed to have the same reference temperature
Ge., T,=T, 4 =T, o), two AATs (equality relations, in this case) are present between the
reference temperature variable in each subsystem and the reference temperature variable in
the complex PBAM as indicated. Eqn. 6.6 is represented by the summation relation
shown, which is also an AAT.

An analysis context uses this PBAM by inputting the product model representation
of each component (i.e., subinstances of Electrical Component) into the appropriate product
variables in the subsystem (i.e., variables ci = Component / Model.component, for i=1,2).
The analysis context would also input the temperatures Ty, T,;, and T; if total elongation,
AL, .. is the desired output.

Figure 6.11 shows one possible subsystem view of this new PBAM, which in turn
can be used on other PBAMs. In summary, this relatively easy analysis model has
illustrated the complex PBAM concepts of nested PBAMs and AATs.
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Figure 6.11 Example Subsystem View for Two Component Extensional Model

6.5 PBAM Views
This section defines general views of the PBAM representation, which are actually
specialized versions of the ABB views. In several cases, the PBAM view is the same as
the corresponding ABB view except that the variables can be divided into product

variables and analytical variables.

6.5.1 PBAM Structure
The PBAM structure is basically the ABB structure with more distinctions between types
of relations and variables. A few definitions will be given first to prepare for these

distinctions.

DEFINITION 6.5 A PBAM partition, PP, is an ABB partition that categorizes variables

and relations according to their use in the PBAM structure. These categories are:
product variables, P PBAM-specific relations, PSR
analytical variables, A linkages, L
subsystems, S5

A PBAM partition is used in a PBAM in a similar manner as an ABB partition is used in
an ABB - mostly as a primary partition or an option in a PBAM. The above distinctions
are made to aide in the development and implementation of PBAMs as well as product

models (since product models are used by PBAMs).
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DEFINITION 6.6 A PBAM (product model-based analytical model) is an ABB that
includes linkages between product variables and analytical variables. In a PBAM, the

primary partition and all options contained in the option categories are PBAM patrtitions.

To summarize the general structure of a PBAM, the template in Figure 6.13 is given
where the same notation is used as in the preceding chapter for the general structure of an

ABB.

PBAM
primary partition, PP
product variables, P = { product variable;}
analytical variables, A = {analytical variable;}
subsystems, SS = {analytical model;}
PBAM-specific relations, PSR = {constraint;}
linkages, L = {constraint;}
option categories, OC = {
option category;
common partition;
options;, OP; = {
PBAM partition j
product variables, P; = {product variabley }
analytical variables, Aj = {analytical variable; }
subsystems, SSj = { analytical modely }
PBAM-specific relations, PSRj = {constraint; }
linkages, Lj = {constraint; }

Figure 6.12 Abbreviated Structure of a PBAM

The PBAM structure serves the same purpose as the ABB structure and is given in
general form in Figure 6.13. Again, the same notation used in the ABB structure is used
here. Figures 6.14 and 6.15 are example PBAM structures that have been filled in with

information specific to the analysis models in Examples 6.2 and 6.3. As with the examples
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of general purpose ABBs in the preceding chapter, the Component Extensional Model and
Two Component Extensional Model constraint schematics described in Examples 6.2 and 6.3
were used as guidelines to fill in the PBAM structures representing these two analysis
models, and the views of other ABBs used as subsystems were consulted. In contrast to
general purpose ABBs, the product model also had to be consulted to see what product

attributes and standard PATs are available or need to be added to the product model.

6.5.2 Constraint Schematic

The same constraint schematic notation can be used for PBAMs as is used for ABBs.
(Note that no new constraint schematic notation was introduced in this chapter). Product
variables, PATs, and AATs fit within the existing constraint schematic framework as they
are just special types of variables and relations.

The usefulness of this view is hopefully more apparent with PBAM:s since they add
product information and higher level interactions between subsystems. It helps one
graphically visualize the relations and linkages between product data, analysis data, and
subsystems at an abstracted level compared to a constraint graph. If constraint schematics
and subsystem views already exist or are readily developed for the subsystems a new
PBAM will use, one could develop this new PBAM to a large degree by directly drawing
its constraint schematic. The schematic then could be used to fill in most of the PBAM
structure. The visualization advantages also make this view a helpful one for both

implementors and users of the PBAM.

6.5.3 Object Relationship Diagram
The primary difference between PBAM and ABB object relationship diagrams is that ones

for PBAMs have attributes that are product model entities.
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6.5.4 Subsystems

There are no syntactic differences between subsystem views of PBAMs versus ABBs. The
primary difference is semantic in that the variables shown on a subsystem can be
categorized as either product variables or analytical variables. Though possible, a
subsystem view that shows only analytical variables probably defeats the purpose of a

PBAM as apparently no interaction with the product model would be intended in this case.

6.5.5 Extended Constraint Graphs

Again, the primary difference is in the semantics of the distinction between product

variables and analytical variables.

6.5.6 Input/Output Tables

Same as above.

6.5.7 Instance Views

Detailed instance views were used in Figures 6.4 and 6.8 to show the general forms of
simple and complex PBAMs, respectively. Similar to the above structural ABB/PBAM
views, the primary difference versus an ABB instance view is the categorization of the
variables that the analysis context connects to the PBAM. They are distinguished as either
analysis entities or product entities depending on what type of PBAM variable they

connect to.

6.6 Summary
This chapter reviewed product model concepts as a necessary foundation before defining
the product model-based analytical model (PBAM) representation. Then the PBAM
representation was defined as a special case of the ABB representation which includes

linkages between general purpose analysis models and a specific type of product model.
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Specifically, in the PBAM representation, variables are categorized as either product
variables or analytical variables, and linkages between these two groups are called
product-analysis transformations (PATs). Because such transformations are represented
as relations, they can be included in the constraint schematic of a PBAM.

An example simple PBAM (a PBAM with only one subsystem that is a general
purpose ABB) was given that utilized a general purpose ABB from the previous chapter.
Another example showed how this simple PBAM could be used as a subsystem in a
complex PBAM (a PBAM with one or more subsystems, which can be any type of ABB
including other PBAMs).

Finally, a comparison was given between the ABB and PBAM representation that
showed how all ABB views except the ABB structure are directly applicable to PBAMs.
The primary difference between the ABB structure and the PBAM structure is the
distinction between product and analytical variables - a distinction which is helpful for

development and implementation purposes as discussed in the next two chapters.
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CHAPTER 7

PRELIMINARY PBAM DEVELOPMENT GUIDELINES

This chapter discusses how representing a given analysis model using PBAMs involves
using filling in the PBAM structure related views defined in Chapters 5 and 6 with the
information specific to that analysis model. It gives preliminary PBAM Development
Guidelines for this process, which is called "developing a PBAM". "Implementing a
PBAM", discussed in the next chapter, is the process of casting a developed PBAM into a

computerized form in a specific computing environment.

7.1 Analysis Model Deseripti

As PBAMs are intended primarily to represent analysis models in order to automate
routine analysis, it is assumed descriptions of the analysis models exist in some form (i.e.,
a analysis model must exist to some degree in order to develop a PBAM to represent it).
Therefore, given the PBAM structure defined in the preceding section, one can view
developing PBAMs of specific analysis models as mapping form the typically loosely
structured descriptions of those analysis models into the structured PBAM
representations. Appendix B contains copies of the case study analysis model descriptions

as examples. Common sources of such descriptions are listed in Table 7.1.

Table 7.1 Common Sources of Analysis Model Descriptions

1. Journals 5. Corporate technical memoranda
2. Conference proceedings 6. Unpublished notes
3. Textbooks 7. CAE tool input files

4. Handbooks, Topical books 8. Computer programs
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These descriptions typically include minimal documentation of product-analysis
transformations and little product data. They can lack even analysis-oriented information

to the degree that reproducing example results is difficult.

7.2 PBAM Development Steps

Each step in the PBAM Development is now explained.

Step 1: Identify the purpose that the analysis model is to serve. This purpose could first
be stated in relatively non-technical terms such as "Determine if the member will break."
Next determine the technical factors that need to be considered to fulfill such a purpose,
e.g., "check the von Mises stresses under maximum loads," and "check if fatigue is an
issue." Also identify variations that need to be included in the model, such as the different

types of loads.

The necessary items to continue this process include a description of relevant product
models and "data sheets" for the potential ABBs that can potentially be used to construct

the PBAM.

Step 2: Identify analysis models to fulfill the purpose identified in Step 1. One can
develop new analysis models or find existing analysis models in the sources identified
above (Table 7.1). Papers describing the case study analysis models are included in

Appendix B for reference when going through Chapter 9.

151



Step 3: Define the major steps of the analysis models. Develop a high-level top-down
view of the major analysis model steps for the case where only one of each type of
variation identified in Step 1 is considered. A tree/network diagram such as Figure 7.1
(reproduced from Chapter 9!) may be helpful, or an IDEF; process model could be

developed.

Determine
Solder Joint
Fatigue Life

i Determine
ggﬁ;?lgfo erties Local Solder Joint
P Thermomechanical State

Determine
Global PWA
Thermomechanical State

Determine
Global PWA Thermal State

Figure 7.1 Identification of Major Steps in Solder Joint Fatigue Analysis

Upon the completion of this step, one also should be able to "manually" walk
through the analysis model(s) and find solutions using representative datasets. "Manually"
means that, at a minimum, the analyst manually provides input to the appropriate tools and
manually exchanges data among these tools as necessary (e.g., manually using a
calculator, creating and running a finite element analysis model, and exchanging

information among such tools). This exercise also will help better understand the analysis

1 Unfortunately, examples from Chapter 9 (Case Studies) are referenced in this chapter before the reader
has read about them. Where possible, examples are also given from Chapters 5 and 6. Creating
examples before this chapter that exercise advanced aspects of the PBAM representation (such as
options and subsystem substitution) was thought to require too much duplication of effort since good
examples exist in the case studies. Therefore, the reader is encouraged to review this chapter again
after gaining familiarity with the case studies in Chapter 9.
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model(s) themselves and provide some reference datasets to check the PBAM
implementation(s) later. "If you can't do it without a computer, don't expect to do it with
a computer” needs to be kept in mind here.

Note that Steps 1, 2 and 3 of this PBAM development process may have already
been done if the analysis model of interest is truly a routine analysis model (i.e., it has been
used repeatedly). The steps covered thus far are intended to create an informal analysis
model description if one does not already exist.

The description of Example 6.2 (Component Extensional Model) and Example 6.3
(Two Component Extensional Model) illustrate simple such descriptions. The description of
the case study analysis models in Section 9.2 can serve as a guideline for creating
descriptions of more complicated analysis models if necessary. That section was achieved
by extracting the relevant information from the papers in Appendix B and combining them
in one place. Some gaps were filled in, and minor extensions were added as discussed in
that section (e.g., applying the power cycling loading option to the Plane Strain Model).

Perhaps the most useful thing to do at this point is identify and organize the
analysis equations used under each major step of the analysis model. Use product-
specific notation to identify variables at this point (e.g., subscripts Eqns. 6.2, and 9.2
indicating component temperature and solder joint height respectively). Define relations
with finite-element based solutions according to their input parameters (e.g., 9.11 and

9.12).

Step 4 Determine if existing PBAMs and GPABBs can be used as-is or readily adapted to
supply the relations identified in Step 3. If so, note such cases by placing them as
subsystems in an initial constraint schematic of the overall analysis model. Example 6.1

and 6.2 exemplify this point (e.g., Eqn. 6.2 was determined to be available in the
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Elementary Rod GPABB). The scope of the existing available GPABB and PBAM libraries

will dictate how much can be achieved in this step by ABB re-use.

Step 5 Decompose remaining major steps identified in Step 3 until the skeleton constraint
schematic is reasonably well defined. Each vertex that is not a subsystem will probably be
a variable or relation that is contained in the original description of the analysis model at
this point. At this point incomplete and/or missing variables and relations may have to be
refined by the analyst. Relations with no closed form representation (such as those
requiring a finite element analysis) can be represented by their variables and the relation

symbol (52).

Step 6 Collect the relations outside any subsystems into "natural” groupings so that
existing ABBs can be used to package these relations and variables if possible. One
example of natural groupings are given in Example 5.3 (Interconnected Rods System) where
the geometric, material, and load variables are related to the body to which they
semantically belong. Further discussion regarding natural groupings can be found in
Appendix F. If necessary, develop new GPABBs that are needed for this particular
analysis model and that could potentially be used for others as well. If appropriate,
package both the existing and newly identified primitives into new analytical systems. If
any analysis relations still remain in the scope of the developing PBAM (i.e., outside of all
subsystems), these relations probably can be classified as PBAM-specific relations that are

AATs (defined in Chapter 6).

Step 7 Add product variables and product-analysis transformations into the list of

equations developed in Step 3. Determine if a PAT is standard over the definition given in
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Chapter 6 (e.g., it would be commonly useful inside other PBAMs). Update the constraint
schematic with these PATSs so that most of the dangling analytical variables are provided
with values derived from the product model. The remaining dangling analytical variables
will most likely be boundary conditions and performance variables which can be left as
analytical variables in the PBAM or move into a subsystem..

Identify which product variables in the constraint graph already exist in the product
model and which ones need to be added. Determine how to package and place any new
product variables into the product model, as well as any new standard PATs.

Recursively add parent product variables (with respect to the part-of relationship)
to each product variable until one of the following conditions is met:

1) All required product variables have a single common parent product variable (this
would be the eldest product variable and the only patriarch (Chapter 6). The
component variable, ¢, in Figure 6.6 of Example 6.2 is such a variable.

2) All remaining "parentless” product variables meet one of the following conditions
a) The product variable is a patriarchical variable (Chapter 6).

b) All product variables not meeting condition (a) are not part of any common
assembly (therefore they are distinct products). One case where this situation would
arise is in modeling the interaction of products contained in some common media, such
as modeling two ships/cars crashing together on the ocean/on a road. Here, there
would be three patriarchical "product” variables that meet this condition (b): two
ships/cars and the ocean/road. It could be argued that the ocean and road are the

"common assembly" in these cases.

All resulting product variables that are roots in the product variable part-of trees are

categorized as patriarchical product variables. Upon completion of this step all the
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variables and relations should fit into one of the categories in PBAM partition, and a

constraint schematic that is pretty close to final form should emerge.

Step 8 Repeat Steps 3 through 7 for other analysis model variations to identify options
and potential other PBAMs.

Generally variations that cause a change in constraint graph topology should be
represented individually as a PBAM option. Similar variations that are mutually exclusive
can be grouped together to form options in a PBAM option category.

If a variation does not cause a major change in constraint graph topology, then it
need not be cast as an option, but may be considered a generalization of a relation. For
example, the product-analysis transformation used in the Component Occurrence
Deformation Model PBAM called approximate maximum inter-solder joint distance
depends on the type of component being analyzed. Consequently, the generalized relation
has component type as a variable.

Another example of when to make option categories occurs in the Solder Joint
Thermomechanical Fatigue (SJTF) Model PBAM (Appendix G); including warpage and
power cycling effects cause topology changes within the scope of the PBAM. Therefore,
these subsystems were identified and associated option categories were added.

Note that while the strain model option does not change the PBAM scope
topology, many changes occur in the inner strain model topology (compare constraint
schematics of the Extensional Model versus the Plane Strain Model). Originally when these
PBAMs were being developed, there were only two classes of PBAMs (Extensional Solder
Joint Fatigue Model and Plane Strain Solder Joint Fatigue Model). Due to the high degree of

commonality and the many topological differences, it seemed better to make separate
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PBAM s for the strain calculation step, and add a subsystem substitution option to the
SJTF Model result in the present form seen in Appendix G.

Presently, there are no hard and fast rules on when the major steps in an analysis
model should be broken into separate PBAMs. One guideline is to do so if the constraint
schematic gets too complicated and there are natural boundaries for such a division (e.g.,
create a PBAM to handle each major step in the analysis). Anticipated degree of re-use is
another factor to consider, e.g., how many other PBAMs for other applications could use
an Extensional Model PBAM as a subsystem.

Upon completion of all eight steps the analysis model and its variations should be
represented as a collection of PBAMs and other ABBs. Other PBAM views besides the
PBAM structure and constraint schematics that can aide this development process include
object relationship diagrams, extended constraint graphs, and subsystem views.

Better PBAM Development Guidelines can be expected if PBAMs become more
widely used. Chapter 10 discusses the related topic of PBAM equivalence in terms of

potential benefits of constraint graph theory.

1.3 Useful Development Skills

Useful skills for PBAM developers (there need not be necessarily a single person with all
these capabilities) include:

o Product modeling capability.

e Analysis model understanding, including where product variables come from, and

what kind of tools are appropriate for solving the analysis model.
o Familiarity with ABB libraries.
o Basic object-oriented concepts.

o Basic understanding of constraint graphs.
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7.4 Di . 1S
This chapter defined developing as PBAM as the process of using a description of an
analysis model to fill in the structural views of a PBAM. Common sources of such
analysis model descriptions were given (e.g., journal papers and handbooks). Eight steps
in the initial PBAM Develop Guidelines were explained with reference to the examples in
Chapter 5 and 6, as well the case studies in Chapter 9. Finally, basic PBAM development
skills that would prove useful were given. In conclusion, it is felt that these guidelines and
the examples given in Chapters 5, 6, and 9 (and related Appendices F and G) are a good

start for people to learn how to develop PBAMs for their own applications.
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CHAPTER 8

PRELIMINARY PBAM IMPLEMENTATION GUIDELINES

8.1 Philosophy

It is important to note that the PBAM representation itself (as defined by the ABB!
representation in Chapter 5 and the PBAM structure in Chapter 6) is for the most part
independent of how an ABB will be implemented. However, it must be admitted that the
ABB operations in Chapter 5 were defined with a definite bent toward implementation as
constraints with strength hierarchies [Freemen-Benson, et al., 1990]. At one extreme, the
ABB representation potentially could be used simply to document how a particular
analysis is done. The documentation could be used to guide someone in "manually”
performing each analysis calculation and the information interchange among calculations.

However, to experience rapid and flexible analysis capabilities, some degree of
CAD framework integration such as that given in Appendix D could be used (the more,
the better). Thus, the available CAE/CAD tools do not necessarily effect the development
of a ABB; rather they effect how much a ABB can be implemented.

As with other representations, ABBs could be implemented in a variety of ways
(from machine code to object-oriented programming), but the most natural
implementation form appears to be as objects in object-oriented programming. Note that

the object representation is distinguished here from an object-oriented programming

1 As PBAM:s are a specialization of ABBs, the term ABB will be used in this chapter unless a distinction
is necessary.
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(OOP) implementation since non-OO languages also could be used to implement objects
(probably with more difficulty). Actual implementation of the object representation is
most naturally achieved via an OOP language (€.g., Smalltalk or C++).

Many of the relations in ABBs can be implemented quite naturally as constraints
within such an object-oriented environment. Maloney [1991] gives general guidelines on
implementation of various applications (e.g., user interfaces) using constraints. Guidelines
specifically for implementing ABBs using constraints and objects are the focus of this
chapter (with particular reference to a Smalltalk implementation using

DeltaBlue/ThingLab II).

The ABB data structure can be mapped very closely into an object-oriented language, as is
true with the other the product entities and ABBs given in Appendix E and F, respectively.
In a nutshell, entities in the EXPRESS-G models become classes, and their attributes
become instance variables (Table 8.1). Object-oriented concepts are expressed here using
terminology from Appendix A. Attributes that are sets are easily implemented in an
object-oriented programming (OOP) environment, such as Smalltalk [ParcPlace, 1992]

which has an extensive class library.

Table 8.1 Mapping Analysis Models into the Object Representation

Analvsis Model CI - Obiect R ion F
o variables o attributes

e relations o constraints and methods

o general & special cases (is-a relationship) e class hierarchy

e bodies & systems (part-of relationship) o attributes
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The ABB structure of an analysis model can be expressed in other (partially)
equivalent forms. For example, the STEP EXPRESS information modeling language
[ISO 10303-11, 1992] can be used to define the basic structure of an ABB. The new type
of ABB can be designated as an ancestor class of the general ABB class. All of the eldest
variables (even in each option) can be defined as attributes of the basic ABB class (though
not all attributes will be populated). The ABB-specific relations and linkages can be
defined using EXPRESS WHERE rules if necessary functions are defined elsewhere in
EXPRESS.

Using this approach, the DERIVED attribute construct in EXPRESS appears
unnecessary. However, the present version of EXPRESS does not support specifying the
actual values of the attributes, so it is awkward to define which ABB-specific relations and
linkage belong to which option. The STEP standards effort is currently developing an
extension specifically for expressing instances, EXPRESS-I [ISO 10303-12], that may
help alleviate this problem.

In spite of this lack of instance expression, a (partial) EXPRESS definition of an

ABB is still potentially useful for at least two reasons:

1. Formal mappings from an EXPRESS definition into various implementation forms
exist and/or are being developed (e.g., into SQL commands or C++/Smalltalk class
definitions) [ISO 10303-22]. Some tools exist which automate this mapping process
to some degree, e.g., STEP Programmers Tool Kit [STI, 1993]. Wilson [1993]
highlights a number of such tools and related applications.

2. A formal mapping from instances of entities defined in EXPRESS into a neutral
exchange form exists [ISO 10303-21].
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Therefore, given an ABB representation of a specific analysis model, its implementation
can be automated to the degree that such mappings and tools exist. However, by
reviewing Wilson's list of tools referenced above, it is evident that the STEP effort to date
has focused only on mappings to achieve implementation of data structure and exchange
of instances. Automated implementation of the EXPRESS WHERE rule and FUNCTION
constructs [ISO 10303-11] apparently has not been achieved yet.

Partial EXPRESS and EXPRESS-G definitions of the general PBAM structure are
given in Appendix G subject to the above limitations. As Appendix A explains,
EXPRESS-G is a graphical subset of the (textual) EXPRESS information modeling
language. Some EXPRESS constructs, including WHERE rules and FUNCTIONS, are not
represented in EXPRESS-G.

In summary, the ABB structure, a textual definition of a particular type of ABB
that represents a specific analysis model, can be depicted partially in standard textual
forms like EXPRESS (as well as standard graphical forms like EXPRESS-G as is done in
a object relationship diagram as defined in Chapter 5). Such forms are advantageous
when mappings exist to implement automatically at least some of the structure of objects

in general, and ABB in particular.

8.3 Impl ine Relations Using Constraint
Implementing the relations belonging to ABBs and to the product model is less straight

forward, but is greatly eased by an existing class library of general purpose constraints,
such as those in ThingLablII/DeltaBlue [Maloney, 1991]. Such classes are the same as any
other class in Smalltalk.
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A relatively simple example implementation of the relation between Ty, Ty, T
and T, in the Solder Joint Thermomechanical Fatigue Model PBAM (Eqn. 9.3 given
here as Eqn. 8.1) is given in Figure 8.1.

Ty=YQT,+T,+T) 8.1)

The var: statements specify to which PBAM variable/subvariable the local constraint
symbols (to, ts, tc, tsj) are bound to and show one way that equality relations are
formed (self refers to the PBAM instance itself that uses this constraint). Actual equality
constraints are used in other cases. Thus, this example shows how formula-based

relations are easily implemented.

¢l := Constraint names: #(
tsj
tc
ts
to)
methods: #(
'tsj := 0.25% (tc + ts + (2"to))"
'te = (4*tsj) - ts - (2*to)'
'ts = (4*tsj) - tc - (2%to)"
'to := 0.5"((4"tsj) - tc - ts)' ).
cl
var: (self meanCyclicSolderJointTemperaturevar) "tsj"

var: (self strainModel componentModel temperaturevar) "te"
var: (self strainModel pwbModel temperaturevVar) "ts*®

var: (self strainModel referenceTemperaturevVar) "to*
strength: #required

Figure 8.1 Exemplar Implementation of a Constraint

One must be careful about how constraints are connected to each other in
developing operations like those given in Chapter 5. Also, the analysis context must not
haphazardly change constraint and variable strengths, or else unintended variables may

change, and erroneous results will be obtained. For example, even if a variable has been
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specified as an output, someone can still try to input a value into it. However, the value
will not remain what was input into, as the constraint solver will change it to satisfy other
constraints on that variable. A more subtle error occurs if no output variable is specified
(or if more than one variable is). In this case it is generally unpredictable which variable
values will change and which will remain the same.

The implementation of relations requiring finite element-based solutions is just as
easy as formula-based ones from a purely constraint point of view. Relations among
variables in the analysis can be captured in analytical system objects (as in the Plane Strain
Bodies System in Appendix F). In this research parameterized ANSYS PREP72 models
[SASI, 1990] for this generic system were developed (that could be used by applications
other than solder joint fatigue). With this approach, each PREP7 parameter (including
mesh density parameters, number of load steps, etc. if desired) could be related to
variables in the constraint (but not necessarily with a 1:1 correspondence).

A Smalltalk method would be referenced in the constraint creation code for each
desired output possibility (as in Figure 8.1 above, e.g. for tsj). Each method can be
implemented in the analytical system class that requires a finite element solution.
Basically, a constraint calls the method that is needed to obtain the desired constraint
output. That method transforms the analytical system variables into the parameters
needed by the ANSYS PREP7 file (or equivalent). Then that file is automatically created
and submitted for solution. After the FEA solver is finished, the results come back to the
method in the analytical system. The method then passes the results to the constraint

which called it. Thus, the constraint views a finite-element relation as it would any other

2 ANsys PrReP7 models are typically finite element models that are at a higher level of intent than a file
just containing elements, nodes, and nodal loads. For example, one can specify geometric regions and
how they should be automatically meshed, versus explicitly specifying every node and element in the
region.
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relation. Practically, however, one should prevent the relation from reacting to every
change in the constraint graph. This can be done, for example, by relaxing the relation

until all its inputs have settled.

8.4 Summary
This chapter has highlighted initial guidelines for implementing ABBs and PBAMs using
constraints and objects in an object-oriented programming language. How to map from
the ABB/PBAM structure into an object-oriented programming environment was
included, as well as how to represent relations with finite element-based solutions as

constraints was included.
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PART III VALIDATING THE PBAM REPRESENTATION
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CHAPTER 9

PWA THERMOMECHANICAL ANALYSIS CASE STUDIES!

This chapter shows how PBAMs were developed and implemented for representative
analysis models selected to evaluate and illustrate the PBAM representation. Section 9.1
gives a background on solder joint reliability in general to give a context for the specific
analysis models used in the case study, which are described in detail in Section 9.2.
Section 9.3 describes how PBAMs were developed to represent these analysis models, and
Section 9.4 discusses implementation of these PBAMs, while Section 9.5 gives test runs
with for design verification and design synthesis scenarios. The conceptual development
of a PBAM for PWA warpage analysis and its potential use in a global/local analysis
scenario is described in Section 9.6. Section 9.7 contains general discussion with respect

to the case study results.

r_Joint Reliabili r rmom nical
The advent of surface mount technology (SMT) has brought many benefits and challenges
to the printed wiring assembly (PWA) industry. Primarily, surface mount components
require less space on the surface of the printed wiring board (PWB) and also do not

require holes for mounting (see Figure 9.1).

1 A condensed earlier version of this Chapter has been published as [Peak and Fulton, 1993b).
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Integrated ‘
circuit Copper
Printed Resistor Solder conductor
wiring board ’ joint

(a)

Solder lnte‘gra.tted Copper
Resistor Printed  joint circut conductor
\wiring board /
Tl )

(b}

Figure 9.1 Comparison of a) Through Hole and b) Surface Mount Technology
[Hinch, 1988, p.4]

As further noted by Hinch [1988, pg. 14-18], challenges brought on by SMT
include the needs for greater accuracy in assembly (due to smaller sizes) and more
attention to thermomechanical reliability issues. The basic reasons that thermomechanical

reliability has become more of an issue are as follows:

1. Power densities have increased with decreasing package size, which tends to increase
component and PWB temperatures.

2. Surface mount components tend to be stiffer with respect to their mounting surfaces
than their through hole counter parts.

3. Whereas though hole components are mechanically attached to the PWB primarily
through relatively robust wire leads, SMT relies on solder joints (and sometimes

adhesive) for their mechanical connections.
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4. Components, PWB and solder (and adhesive, if used) all are made of different
materials that have different material properties and (in particular, different CTEs).
Therefore, as a PWA undergoes thermal excursions (which can be significant due to
reason 1.) the component and PWB expand different amounts resulting in an often
large finite strain on the solder joint. With repeated cycling, one or more solder joints
begins to crack, causing high resistances or electrical disconnections which usually

lead to product failure.

Though these are causes of solder joint failure due to thermal loading, it should be noted
that PWAs encounter other types of loading that cause solder joint failures, including
vibration, corrosion, mechanical flexure. [Lau, 1991].

As preventing product failure is a concern to most manufacturers of electronic
products, there has continued to be a great deal of activity in industry and academia to
improve solder joint reliability. Several conferences held annually/regularly devote entire
sessions to this topic (e.g., IEEE Electronic Components & Technology Conference,
ASME Winter Annual Meeting, ASME Electronic Packaging) and several journals report
on research programs in this area (ASME Journal of Electronic Packaging, IEEE
CHMT.) At least one book has been devoted to this subject to date, [Lau, 1991], and
another is forthcoming, [Lau, 1993]. Therefore, one can see that thermomechanical issues
in electronic packaging, in general, and solder joint fatigue on PWAs in particular, are
relevant and timely research areas in their own right.

However, in spite of its importance, to date there is no known, commercially
available, computer-aided tool that PWA designers can use to evaluate the solder joint
reliability of their designs. One prototype system has been developed at the University of
Maryland (CALCE), which has reported use in industry [Nilson, 1991]. This prototype
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focuses on the

solder joint reliability problem itself rather than on general ways to

represent a variety of analysis models. Therefore, case studies from this area not only

serve to illustrate and evaluate the PBAM approach, but also demonstrate applicability to

a relevant industrial need.

Nomenclature

9.2 Case Study Solder Joint Fatigue Analysis Model

average cycles to failure

plastic cyclic strain range

fatigue ductility exponent

fatigue ductility coefficient

mean cyclic temperature, (°C)

load frequency, (cycles/day, 1 < f< 1000)
mean cyclic solder joint temperature (°C)
solder joint shear strain range
adjustment factor

steady state thermal expansion mismatch
reference temperature

steady state temperature

length

height

Young's modulus

Poisson's ratio

coefficient of thermal expansion (CTE)
yield stress

strain hardening coefficient

component occurrence?

set of component occurrences, {w, }

2 The term component occurrence means the usage of a component at a specific physical location in a
PWA [Peak and Fulton, 1992b]. It refers to a component-solder joint-PWB assembly. Component
refers only to a device of a given part number which may occur many times on a given PWA. The
unique identifier for an occurrence is a reference designator (e.g. R110) versus a part number (e.g. PN
99120) for a component .
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d mesh density

n number of load steps

a load yield factor

e convergence criteria
Subscripts

pwa printed wiring assembly (PWA)

pwb (bare) printed wiring board (PWB)

¢, s, sj component, substrate/PWB, solder joint
(e.g., E¢,Eg, Egj)

This section overviews how to analyze solder joint reliability using two analysis models
chosen from the literature that were used as case studies in this research. The emphasis of
this research is on general methods for representing such analysis models rather than on
developing the analysis models themselves. Copies of the actual papers used are included
in Appendix B for reference.

From a top-down viewpoint, the major steps required to predict the solder joint
fatigue life for a given component occurrence are shown in Figure 9.2. Each step will now

be discussed along with how it is carried out in the case study analysis models.

Detemine
Solder Joint
(1) Fatigue Life

Determmine
Local Solder Joint
Themomechanical State

Determine
Solder Properties (2)

(3)

Determine
(4) Global PWA
Themomechanical State

Determmine
Global PWA Themmal State

Figure 9.2 Major Steps in Solder Joint Fatigue Analysis
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1. Determine Solder Joint Fatigue Life

The first part of this step is deciding what fatigue model to use. As solder is a material
with a relatively low melting point, its behavior is characterized by a low yield stress
(~5000 psi at 25°C) and by creep under relatively small loads. Therefore, Engelmaier
[1983, 1989] uses the below modified Coffin-Manson relation for low cycle fatigue [Lau,
1991, p. 391; Dieter 1983, pp. 273-275] where the exponent, c, is frequency and

temperature dependent (Step 2).

RYY
N, %[Z] ©.1)

The strain range, Ae?, must be found from the structure undergoing thermal loading (Step
3). Other fatigue models have been proposed which are usually more complicated and
require different/further information (e.g., strain range partitioning includes the effects of
varying load wave forms [Kilinski, et al. in Lau, 1991, p. 393]). Thus, this step drives
what other analysis steps must be performed.

It is important to note that fatigue life prediction is a complex process requiring
knowledge about many factors [Solomon in Lau, 1991, p. 446]. These factors may be
difficult to determine precisely for each PWA being designed. A model that performs well
under one set of circumstances may not give accurate results under others. Furthermore,
one must be aware of the statistical nature of fatigue failures as considered in the figures
of merit technique developed by Clech, Engelmaier and co-workers [Engelmaier, 1989].
Therefore one must use fatigue life predictions resulting from relations like the above with

caution.
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2. Determine Solder Properties
Engelmaier [1983, 1989] developed the following relation (applicable only to 60% Sn -

40% Pb solder and eutectic solder) for input into the above Coffin-Manson relation:

¢ =~0.442 -0.0006T +0.0174In(1+ f) 9.2)

Here T has units °C and the load frequency, f, has units cycles/day. The load frequency
range is 1 < f < 1000, where the assumption is made that load frequencies less than 1
cycle/day do not further decrease cyclic life. Note that some characterization of the

thermal loads is needed, which Engelmaier provides by the following relation:

T=T;=J,QT,+T,+Ty) 9.3)

The other material property is assumed to be constant for solder, e'f =(.325.

Component Substrate (Alumina)

/
4
Component ?qldter
oin
N\, ( Epoxy )
) . __r— )
Y r !
PWB !
\ \
T T | ) | o d d

Plated Thru Hole

Figure 9.3 Cross Section of a Multilayer PWB/Component Assembly

3. Determine Local Solder Joint Thermomechanical State
As shown in Figure 9.3, the component and board are themselves complex assemblies of

different materials. Therefore, one must decide how much of this detail to include in the
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analysis model. Figure 9.4 gives some modeling dimensions along with typical example
values. Decisions such as which bodies to include and what types of loads to consider are
made at the analysis system level. Within each major body in the analysis system, the level
of geometric, material, and behavior detail to be considered must be determined. Similar
decisions must be made for each sub-body/region within a body if it is to be further
decomposed. Finally, some solution method parameters (e.g., for nonlinear finite element
analysis) are listed to emphasize that the same analysis model can have different final

forms for a given solution method (and, thus, possibly different results).

Bodies: component, solder joints, PWB, epoxy
Geometry Model: 1D, rectangular, detailed 2D, detailed 3D
Material Model: linear elastic, bilinear elasto-plastic, viscoplastic;
temperature/strain rate dependent; isotropic, orthotropic
Behavior Model: shear body, rod, beam, plane strain, plane stress, plate, shell, 3D
continuum
Sub-bodies (PWB layers and features, component leads)
Internal (inter-body) Boundary Conditions: no slip
External Boundary Conditions/Loads: temperatures, warpage effects
Load Types
Time Variation: initial, transient, steady state
Space Variation: uniform, discrete, distributed
Solution Method Parameters: mesh density, number of load steps, convergence criteria

Figure 9.4 Example Strain Model Variations

Figure 9.5 gives some dimensions along which the PWA itself can vary. Different types of
components can require different types of analysis model (e.g., leads on leaded
components may need to be modeled). Thus, analysis model representations should
support such product variations that could impact analysis results.

These two figures are not meant to be complete but to illustrate the complexities

involved in creating an analysis model such as those used to determine solder joint strain.
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Not all dimensions are independent, and it is acknowledged that making a good

combination of modeling decisions for a given problem is non-trivial.

Enclosure

cooling method

PWA location, support structure
PWA

component locations/density
PWB

thickness: 0.020 < t < 0.125

materials: FR4, copper

# of layers, layer orientation
Component Occurrence

location, side of board

soldering process: wave soldering (epoxy dot), reflow soldering
Component

function: resistor, capacitor, microprocessor

materials: alumina, plastic

body style:

surface mount
leadless: discrete chip (0805, 1206), LCCC (20, 52, 156 pin), MELF
leaded: J-lead, gull wing, SOT, flat pack
through-hole: axial, radial, DIP

Figure 9.5 Example PWA Product Variations

Given such variations, one can appreciate that there are several possible "good"
analysis models depending on the purpose of the analysis and the product values involved.
One model may require solving simple formulas while another may involve a complex
finite element analysis solution. The former may be appropriate for early design
comparisons while the latter may be better suited for detailed analysis later in the design
process.

If the Coffin-Manson model is used in Step 1, then the goal of this step is to

determine the strain range the solder joint experiences each load cycle, Ae?. Therefore,
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some measure of cyclic strain must be extract from the thermomechanical state found in
the analysis model. Figure 9.6 illustrates representative analysis models from the literature
that vary in both regional resolution and complexity level (repeated here from Chapter 4).
Models designated Levels 1-4 could all be used to determine the thermomechanical state
of the component occurrence. The two models used in the case studies (Levels 1 and 3)

that fulfill this step are described next.

Complexity

* Case Studies )
Region 1
PWA Warpage Model
Resolution
* Level 4
Level 1* Level 2 Level 3 .
Solder Joint. PSB Region 2
: e, Component Occurence
{PSB = Plane Strain Body) subsrawpwe 39w Deformation Model
Extensional Model Bending Model Plane Strain Model Continuum Model
[Engelmaier, 1983, 1989] [Mao & Fulton, 1992] [Lau, et al., 1986]
Region 3
Solder Joint

Deformation Model

Non-Homogeneous
Solder Joint Mode!

Figure 9.6 Varying Levels of Thermomechanical Analysis Models

Level 1: Extensional Model [after Engelmaier, 1983, 1989]

Engelmaier developed the following relations by assuming the solder joint undergoes
uniform shear strain (Figure 9.7). Due to the viscoplastic behavior of the solder, at steady
state the component and PW A are assumed to expand fully and unhindered as simple rods.

In this case the more complicated viscoplastic material model actually simplifies the
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analysis and is not needed explicitly. It is assumed that the primary materials dominate the
behavior of the component and PWB (modeled as simple homogenous bodies). These
dominate materials (alumina for ceramic components and FR4 for PWBs) are assumed to

be linear elastic. The CTEs needed in these relations are given in Table 9.1.

V’sj | L— 1 AYSJ
Component Rod | T_ 7 ]
Solder Joint: // \\
[ Substale/PWB: Rod |7, ShearBody [ |
fe—— 1, ——>
Undeformed State ( 7)=T=T, ) Deformed State

Figure 9.7 Level 1 Extensional Model
[after Engelmaier, 1983, 1989]

L, A(QAT
Yy =%s') 9.4)
A(OAT) = 0, (Ty =T, )= 0o (T, = T,)) 9.5)

Table 9.1 Case Study Material Properties
[Engelmaier, 1983; Lau, et al., 1986]

E (psi) \% o (in/in-°C)
Alumina 37.0e6 0.30 6.7E-6
FR4 1.6e6 | 0.28 15E-6
Solder 1.5e¢6 0.40 21E-6

oy =5000 psi, A =0.1

The following relations slightly generalize Engelmaier's measure of worst-case distance
between solder joints. Of course more precise relations could be developed based on

detailed component geometry, but it is not clear if the model itself warrants such accuracy.
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L. = Liga a. discrete surface mount components (9.6a)

L.= L,20,a, + W,,,Z,a, b. rectangular surface mount chip carriers (9.6b)

Engelmaier bases the solder joint height on the following heuristic, where tgiger stencit 1S

the thickness of the solder stencil used to screen solder paste onto the PWB.
hsj = }/2 Lsolder stencil 9.7

Thus, the solder joint height could be linked to the detailed design model of the actual
solder stencil. This relation demonstrates the need for manufacturing process information
to support analysis during design. Another solder joint height heuristic for wave soldered
components needs to be determined. Note, however, that this analysis model does not
consider the effects of the epoxy dot that typically secures a component if it is wave
soldered (similarly, conformal coating is not considered). The present model most likely
would overestimate the solder joint shear strain in a wave soldered component because of
increased stiffness; therefore, another model may be needed anyway in this case.

Since it is assumed that strain is uniform in the solder joint and that plastic

deformation dominates, the strain range needed by Step 1 is given by the following two

equations:
Ay, =Flv,| 9.8)
Aef = Ay, - (9.9

where F is a correction factor based on experimental results. This factor depends on the

type of solder joint per the following table (which is itself a discrete relation).
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Table 9.2 Strain Range Correction Factor

Solder Joint Type F_[Engelmaier, 1989]
SMD chip 07-1.2

castellated leadless 0.7-1.2

columnar leadless 1.0-1.5

leaded 1.0

Level 3: Plane Strain Model [after Lau, et al., 1986]

The plane strain model (Figure 9.8) was developed by Lau, et al. to study the effects of
interconnection geometry on the solder joint fatigue of a surface mount chip resistor
mounted on an FR4 PWB. Since more geometric detail is considered, a finite element-
based solution is required. Solder was modeled as a bilinear kinematic hardening material
[SASI, 1990] with properties given in Table 9.1. Figure 9.9 illustrates the parameters they

used to model the solder joint geometry.

To Solder Joint: PS
Component: PSB_Tc Tsj
[ Substrate/PWB: PSB Ts |

(PSB = Plane Strain Body)

Figure 9.8 Level 3 Plane Strain Model
[after Lau, et al., 1986]
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Sf fillet shape (concave, convex, straight)
Vyj , solder joint volume

T AN Component

kg fillet height

Y

hg, standoff height Solder Joint

!

PWB

<— L,, base length —>

Figure 9.9 Idealized Solder Joint Geometry

In the present research the following extensions were made to the plane strain model to

supplement Lau, et al.'s model. The primary intent of these extensions was to illustrate the

capabilities of the PBAM representation (i.e., no claim is made regarding how good these

extensions are with respect to the determination of solder joint fatigue itself).

a. To demonstrate how PBAMs can support different types of analysis modeling options,
alternative models with linear elastic solder behavior and/or rectangular solder joint
geometry were allowed.

b. Surface mount leadless components beyond just chip resistors are allowed. Therefore,

Eqn. 9.6 is used to determine L.
c. To support different component lengths, the following simple relation was added.

L, =1.25L, (9.10)

d. When the nonlinear solder option is chosen, the extensional model is used to estimate
the initial load step in the finite element analysis. The load yield factor, a, is the factor

by which the thermal load would be scaled to cause the solder joint stress to equal the
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yield stress. The details of the relation that determines a are given in Appendix F

under the Interconnected Rods System. Other relations can be found in the Ansys

Theoretical Manual (e.g., number of load steps).
As in the extensional model, the component and PWB are considered to be homogenous
bodies consisting of their dominate material which are again modeled with isotropic linear
elastic stress-strain behavior (Table 9.1). Though no closed solution is known to exist for
this analysis model and associated variations, it is still helpful to acknowledge the
existence of the following relations. In fact, the input/output tuples obtained by running
multiple FEA analyses with different values would be discrete relations in the truest
mathematical sense [Bender and Williamson, 1991].

n(Tp, Lok, E,Ve,00,Te, Ly by, Eg Vs, 0, T

Ly, hsj Egj, Vg Olgj Tsj Y 2y extreme, 5 (rectangular s.j., linear solder) (9.11)

72(To,Lc,hc,Ec,Vc,ac,Tc,Ls,hs,Es,Vs,as,T:g,
Ly, hg,hg,Vsj,s ¢, Egj, Vs, 04,0y s> M) (detailed s.j., nonlinear solder) (9.12)

T5j .Y xy extreme, sj ,d,n,a,e)

Eqn. 9.11 is for the case of rectangular solder joint geometry and linear elastic solder,
while Eqn. 9.12 is for detailed geometry (Figure 9.9) and bilinear kinematic hardening
solder. Similar relations could be written for the other combinations (detailed s.j., linear
solder; rectangular s.j. & nonlinear solder). Note the inclusion of solution method
parameters d, n, a, e since they affect the analysis results (d is a measure of mesh density,
n is the number of load steps, and e is the convergence criteria).

Though other variables could be included in the above relations (e.g., fields of

deformation, stress, and strain) it is the extreme total shear strain in the solder joint,

Y xy extreme, 5j» that is of interest .

A'Ysj =Y xy extreme, sj 9.13)
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Though not explicitly stated, Lau and co-workers apparently adopted the above relation
and Eqn. 9.9 (to provide input into the Coffin-Manson relation) by assuming that all strain
becomes plastic strain at steady state.

The following list summarizes the information required by the plane strain model
beyond that needed by the extensional model. The number of additional relations and
variables is one measure of relative model complexity, along with what type of solution

methods the relations require.

e Component and PWB geometry: k., Lg, kg

Solder joint shape: Ly, hgj by, Vsj,sf

Initial load step estimator

Solution method parameters: d,n,a,e

4. Determine Global PWA Thermomechanical Loads

This step would consider the interaction of components, solder joints, PWB board layers,
and conductive traces that could cause the PWA to warp. The basic idea is to get
warpage (out-of-plane deformation) and in-plane deformations from this global warpage
model around the component of interest. These values then would be used as boundary
condition inputs to the local model of Step 3 (Figure 9.2).

Yeh, et al. [1993] and Garratt [1993] have shown that the copper traces on a
simplified bare PWB contribute significantly to global PWB warpage. However, for a
realistic PWA, including the numerous conductive traces in a finite element model (along
with component and solder joint details) most likely would make the model too large for
solution. No known analysis model currently exists which considers such effects.

Solomon {in Lau, 1991, p. 438] refers to work by others that determined the magnitude of
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PWA bending likely to occur. He notes that bending is negligible at high temperatures or
low strain rates, but that it becomes more prominent in the opposite cases.

To test how global/local models could be represented as PBAMs, an analysis
model for PWA warpage was developed in this research at a high-level information
input/output level. Only the PWA design information that would be needed along with the
information interfaces between this global model and the local model (Step 3) were
considered. Hence, this thesis contains numeric results only for the case where warpage

effects are neglected.

5. Determine Global PWA Thermal State
For the case study analysis models, the goal of this step is to determine the spatially
averaged component and PWB temperatures under the given thermal loading conditions.
If spatial temperature distributions are desired (e.g., for input into a more detailed strain
model in Step 3) another possible step would be determining the local component
occurrence thermal state.
Two basic types of thermal loads are considered that are relevant to solder joint
fatigue [Engelmaier, 1989, 1983]:
A. Uniform Thermal Cycling  This load can result from daily temperature cycles
experienced by products in non-climate-controlled environments, such as those which
occur outside or in a warehouse. No analysis model is needed if steps 2, 3, and 4 only

require steady state conditions since the following equation will hold at steady state.

T,=T,=T, (9.14)

B. Power Cycling Turning on and off a personal computer everyday is perhaps the most

familiar example of this type of load. Before the product is turned on, the whole PWA

is typically at a uniform temperature, T,. After it is turned on, a temperature
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difference between the component and the PWB will typically exist, causing strain in
the solder joint even if the CTEs are perfectly matched [Engelmaier, 1983].
Engelmaier's steady state thermal expansion mismatch, A(0AT), is a better measure of
thermomechanical difference between the substrate and component than just CTE
difference because it includes the temperatures of each body.

In this case (and the thermal cycling case if transient loads are to be modeled),
information about the electical circuitry; the thermal properties of the components,
PWB, and component interfaces (solder joint, adhesive, heat sinks, etc.); and the
enclosure thermal environment are needed to define the thermal analysis model.
Collectively this information would be contained in the PWA occurrence, ® pyg-

Again, as in Step 3, this analysis can involve simple formulas or complex models
requiring discretization for solution. The following conceptual relation is part of this
model, which typically would be solved approximately using a tool such as Autotherm

[MGC, 1991)).

r(To,mpwaaO)caTc,Ts) (915)

As the relation between component junction temperature and component reliability has

been known for quite some time, computer-aided tools that determine the thermal state of

a PWA are well developed. Tools for this purpose exist that are specially integrated into

the PWA design process (e.g., Mentor Graphics Autotherm [MGC 1991b]). Therefore,

Engelmaier gives minimal details on determining the following power cycling temperatures

used in his ceramic chip carrier (CCC) example: T, = 96°C, T = 88°C.

The plane strain model by Lau, et al. only considered the steady state thermal

cycling case (from -55°C to 125°C, as in automobile under-the-hood conditions

[Engelmaier, 1989]), so their model required no thermal analysis. In this thesis, power
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cycling was also applied to the plane strain model by estimating the uniform solder joint
temperature as follows:

Ty = Y (T.+T;) 9.16)

When the component being analyzed is a chip resistor, this thesis estimated the

corresponding power cycling temperatures to be approximately T, = 90°C and T; = 88°C.

The reference temperature used is 7, = 20°C.

9.3 Devel ¢ of PBAMS for Analysis of Solder Joint Fati

This section shows how multiple PBAMs were developed to represent the case study
analysis models by Engelmaier and Lau, et al., described in the previous section. As
discussed in Chapter 6 (Example 6.1), a product model either must exist or must be
created in the process of developing PBAMs. A preliminary PWA product model is
described in Appendix E that has been used in these case studies, as well as in other PWA
design-related activities such as selection of electronic components [Peak and Fulton,
1992a]. The reader is encouraged to review Appendix E at this point to enable better
understanding of this section.

Figure 9.10 is an object relationship diagram (using EXPRESS-G) showing the
relationships between these PBAMs and the analytical building blocks they utilize. This
view is derivable from the populated PBAM structure of each PBAM. These PBAMs
correspond with the analysis steps in Figure 9.1 as highlighted here in reverse step order

(bottom-up).
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PBAM

T

PWA
Analysis
component s.J. strain model Q pwa warpage
o_ocsurence, a, | Somponent D= Solder Joint | mode! PWA
deformation model Deformation pwa Fﬁggg? I?n:gu.uency f Wm?e
O—————1 Model ,| o-occumsnca » ——q
avg. cycles to failure, N‘O
A Level 1 A Level 3 soider fatigue
Comp. Occ. Comp. Occ. | model A in-
Extensionai Plane Strain Coffin-Manson
Model , R Model
adjustment deformation
deformation Level 2 Level 4
model Comp. Occ. Comp. Occ.
Bending Continuum
Model Model a
PWA
Interconnected Plane Strain ThM%ZnS?I
Rods Bodies .
System System , Y
Solder Joint reference Solder Joint pwget{\ermal
Vibration | olemeerature | Thermomechanical |
Fatigue Model Fatigue Model
* Developed in Case Studies

Figure 9.10 PWA Analysis Model Object Relationship Diagram

STEP5 The PWA Thermal Model is a PBAM that provides component and substrate

(PWB) temperatures when a PWA is under operational (i.e., powered) loads.

STEP4 The PWA Wamage Model PBAM would provide global warpage values into the

local deformation model of Step 3. It was developed as an extension at a conceptual

level only and will be discussed later in this Chapter.
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Ster3 The Component Occurrence Deformation Model is an abstract [1ISO 10303-11]
PBAM. Abstract means that one of its subclasses can be instantiated for use, but it
cannot itself (see Appendix A). Figure 9.6 shows four models of varying complexity
level that determine deformation in a component-solder joint-PWB assembly (a
component occurrence). Per Figure 9.10 all four models are subclasses of this abstract
class (Figure 9.10) which was developed to capture the information these deformation
models have in common. In this thesis only the Level 1 and 3 PBAMs have been
developed as case studies. Figure 9.17 illustrates differences and samenesses between
these two PBAMs.

LEVEL1 The Component Occurrence Extensional Model (a. k. a. the Extensional Model)
is a PBAM that represents component occurrence deformation behavior, where the
component and PWB are modeled as rods. Thus, this PBAM includes the
relations in Engelmaier's model that determine solder joint strain under
thermomechanical loads (as well as other relations).

LEVEL3 Component Occurrence Plane Strain Model (a. k. a. the Plane Strain Model).
This PBAM performs the same function as the preceding PBAM, except all parts
are modeled as bodies with plane strain behavior. Since this PBAM also allows
different solder stress-strain behaviors and varying solder joint geometry detail, it
represents a generalized version of the strain model by Lau, et al.

Step 1 below discusses how a solder joint fatigue PBAM uses these two PBAMs.

STEP2  Solder property determination is described next.

STEP1 The Solder Joint Thermomechanical Fatigue Model (SJTF Model) is a special type of
the Solder Joint Fatigue Model. It wraps and connects the above PBAMs to predict
solder joint life under thermomechanical loads. It takes the temperatures from the

thermal PBAM and processes them for input into the Coffin-Manson Model which
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determines the solder properties (STEP 2). It also links the strain determined by either
of the above deformation PBAM s into the Coffin-Manson fatigue relation. Finally, the
fatigue life can be output if the load frequency and component occurrence are input

(with respect to a design verification input/output viewpoint).

One challenge of representing the analysis models is determining where to put each
relation and the data it utilizes. Generally, one should balance complexity against
grouping relations that are associated with each other. Relations that are likely to be used
repeatedly as a group can be broken out from an otherwise associated larger group. One
should also place relations at the correct level of generality. Finally, one must keep in
mind that some of the information used by the PBAM:s also is needed by other design and
analysis tasks (e.g., component selection [Peak and Fulton, 1992a]). Therefore, the
proper representation of this information to support such heterogeneous utilization is
important to a flexible and extendible design environment.

Examples of how such guidelines were applied in the case studies is included in the
following descriptions of the three major PBAMs. The reasoning behind the placement of
each relation is also given next. Supporting analytical primitives and systems used for the
case studies are marked with an asterisk (*) in the figures of Appendix F. Appendix G

contains the views of the above PBAMs.

Solder Joint Thermomechanical Fatigue Model (SJTF Model)

This PBAM is capable of determining leadless component solder joint fatigue life under
power cycling and elevated thermal cycling. The Solder Joint Fatigue Model superclass
contains information that would also be common to the Solder Joint Vibration Fatigue Model

shown in Figure 9.10.
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Figure 9.11 shows the SJTF Model in an instance view (defined in Chapter 5 and 6)
which has been annotated to show where a few example equations are represented. A
bold border surrounds the constraint schematic of this PBAM, which is an example of a
complex PBAM. The analysis context specifies the PBAM options (described below).
The values in the analysis context show how a specific example product entity (R110) and
analysis entities (frequency, reference temperature, and steady state temperature) can be
connected to the PBAM as inputs (indicated by the arrow directions). After that, the
fatigue life, Nf , is automatically determined as an output. This figure shows sample
product and analysis entities for the case of thermal cycling and Extensional Model usage

(Case #1 - see Table 9.3).

Analysis Context ,Eqn. 9.3
/Analysis Entitiej( F Solder Joint Thermomechanical Fatigue Model
799 cycles
7z
/f,j ], Fatigue Model
| V., dependent
%&M:‘mon
T;"""xl‘;d" (22 21 Strain Model: [1.x) DE e
Themnal Model ' T, Y Component o) Ele
e o Te 22 Owormeton pF 2 IX
g B e s Sl A
#951 j [2.1] L Ag s
i /LA B o, T3 G L 3;‘ A
Options o o —p
1.1 Extensional Model oc Ay
2.1 Thermal Cyclin: solderjoint  solder ﬂ
L 0——0

Eqn 9.9 //

Figure 9.11 Solder Joint Thermomechanical Fatigue Model Instance View
The major steps required in a solder joint fatigue analysis are represented by the
three subsystems shown: Themal Model (Step 5), Strain Model (Step 3), Fatigue Model
(Steps 1 & 2). Figure 9.12 shows one possible subsystem view of the SJTF Model itself
which could be used potentially by another PBAM. These subsystems and connections
will be described now from the point of view of Figure 9.11 where the fatigue life is the

output.
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Solder Joint
Thermomechanical
Fatigue Model

DT, NQ
DT, i{e
D o,

Figure 9.12 Solder Joint Thermomechanical Fatigue Model Subsystem View

The analysis context specifies the desired type of thermal load as an option in the
SJTF Model (option category 2 in the Figure 9.11). In the case of thermal cycling, the
"switches" are in the [2.1] position as shown, and the subsystem labeled Thermal Model is
bypassed since Eqn. 9.14 applies. If the power cycling option were selected, the
"switches" would be in the [2.2] position, and the Thermal Model would determine the
component and PWB temperatures via Eqn. 9.15.

In either case the SJTF Model connects these temperatures directly to the Strain
Model. Since Eqn. 9.3 is specific to the SJTF Model, it is represented as relation 7, therein
and transforms the temperatures for input to the Fatigue Model.

This PBAM could be considered a generalized version of Engelmaier's full fatigue
model since the subsystem labeled Strain Model can be the Extensional Model (as in his
model) or the more complex Plane Strain Model. Originally the Extensional Model and the
SJTF Model were one PBAM (the PWA Two Rod Model in [Peak and Fulton, 1992b]). As
determining the strain in a solder joint is a relatively major step in the overall fatigue
analysis process, that original PBAM was split into the two current PBAMs. This split
became even more advantageous when the Plane Strain Model was added; otherwise,
another PBAM, e.g., a PWA Plane Strain Model, would have been needed. Instead, the

current approach was adopted to limit the complexity contained in any one PBAM and to
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increase modularity. Thus, the SJTF Model has an option category to specify the
deformation model used. This situation is an example of subsystem substitution
(Chapter 5) and is indicated by the [1.x] label in the constraint schematic. As indicated in
the analysis context, the Extensional Model (option 1.1) is used in this particular instance
view.

The Strain Mode! determines the solder joint strain range, Ay,j. Note that the SJTF
Model connects this variable to the Fatigue Model by representing Eqn. 9.9 as a simple
equality relation (a solid line). The Fatigue Model then uses the frequency, f, to finally
determine the fatigue life, IVf . In Figure 9.11, sample product and analysis entities are
shown for the case of thermal cycling. Note that product variables and analytical variables
would be supplied to all three subsystems in this PBAM (if the power cycling option were
chose), but this need not be true for all complex PBAMs.

Eqn. 9.1 is captured as a relation in the Coffin-Manson Model class which can be
used for applications other than just solder joint fatigue. A Coffin-Manson Model can be
associated with all materials for which it is applicable. Since Eqn. 9.2 and the value for e}
are specific to 60%Sn-40%Pb and eutectic solder, they are stored in representations of
those solders. Another PBAM could be developed to wrap the generic Coffin-Manson
Model, just as the Level 1 and 3 models wrap their generic analytical systems; however, the
small number of connections to the Fatigue Model did not seem to warrant an extra PBAM.

Finally, note the extended constraint graph view of the SJTF Model given in
Figure 9.13. Dashed lines encircle the subsystems, and applicable options are indicated.
This view can be used to trace what outputs can be obtained given certain inputs to create

/O tables like the one given later in this chapter.
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solder joint solder

Options: 1.x Strain Model (generic)
2.1 Thermal Cycling
3.1 No Warpage Effects

Figure 9.13 Extended Constraint Graph of SJTF Model under Thermal Cycling Load

Component Occurrence Extensional Model (Level 1)

Figure 9.14 gives an instance view of this simple PBAM. This PBAM uses the general
purpose ABB Interconnected Rods System given earlier (see Example 5.3) as its Deformation
Model subsystem. Basically the PBAM connects product variables in a component
occurrence (e.g., R110) to the analytical variables in the generic Interconnected Rods
System. For example, Eqn. 9.6 is a PAT represented in the constraint schematic as labeled
in Figure 9.14. Eqn. 9.7 is represented similarly as indicated. The component occurrence
is asked for the solder stencil thickness since it would know the manufacturing process
from which to request the desired information; however, since such manufacturing objects
are not supported in the current implementation, the solder stencil thickness is a variable in

the Component Occurrence class.
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Eqn.9.7 Table 9.2

Figure 9.14 Extensional Model Instance View

The Interconnected Rods System contains generic deformation relations in its
constraint schematic (see Eqns. 5.4 & 5.5 and figures in Example 5.3). The PBAM
performs the semantic mappings from the application-specific relations (Eqns. 9.4 & 9.5)
into these generic relations. For example o  is mapped to o ;. Since analytical systems
are "generic" components that can be used by many different PBAMs, this PBAM uses
only some of the capabilities contained in the Interconnected Rods System. The material
properties come from the component occurrence via product-analysis transformations
contained in the Extensional Model.

Eqn. 9.8 adapts changes the shear strain into shear strain range as represented by
the scale & offset relation and the absolute value relation shown in series. This equation is
an example of an analysis-analysis transformation in the Extensional Model. Since the
adjustment factor, F, is experimentally determined specifically for this model (Table 9.2),
it is contained in the scope of this PBAM.
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A subsystem view of this PBAM is given in Figure 9.15 which shows how
semantically linked subsystem analytical variables can be included in this abstracted view

for input/output connections if desired (depending on how one will use the PBAM.)

“ gng:onent
currence
Extensional
Model
DT, a
T, c Semantically Linked
Analytical ¢ ¢ Subsystem Variables
Variables | P T £,(
D AYaj Xe } Proguct
Variable

Figure 9.15 Extensional Model Subsystem View

Component Occurrence Plane Strain Model (Level 3)

The constraint schematic for this PBAM is given in Figure 9.16. Its subsystem, a Plane
Strain Bodies System, is analogous to the Interconnected Rods System in the Extensional
Model. It is this subsystem that contains the relations requiring FEA solutions (Eqns. 9.11
& 9.12).

Solder joint geometry variation is supported as option category 1 in the figure (as
indicated by the switches in the figure), while category 2 is for the solder stress-strain
model option. Note also the use of the Extensional Model as the Load Step Estimator
subsystem when the nonlinear solder model option, [3.2] is chosen. Other relations are

represented in a manner similar to that used in the Extensional Model.
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Figure 9.16 Plane Strain Model Constraint Schematic
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Another feature of PBAMs related to subsystem substitution is the exploitation of analysis

model commonality. Commonality occurs frequently in analysis models that are at the

same regional resolution for the same problem but that vary in complexity at that

resolution. For example, the Level 1, 2, 3, and 4 models shown in Figure 9.6 have this

characteristic. The more complex models are typically made by generalizing the types of

loads, behaviors, geometry, and configurations that are allowed in the model. Thus, the

simpler models may be special cases of the more complex models.

Figure 9.17 compares the Extensional Model with the Plane Strain Model. Common

features are shown by shaded symbols, while unshaded symbols denote features that are

new to that particular PBAM. Figure 9.10 shows the superclass PBAM that the two

PBAMEs in Figure 9.17 have in common to avoid redundancy and inconsistency errors.
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9.4 Implementation of Case Study PBAMs

This section shows how the PBAMs developed in the previous section were implemented

(see Chapter 8) in a prototype CAD/E framework which is described in Appendix D.

First, the following implementation limitations should be noted (along with general

framework limits given in Appendix D).

1. The current implementation does not exactly match the PBAM views given in
Appendix F and G. Primarily, only the Extensional Model (per the note below) has been
implemented using constraints, while the Plane Strain Model remains in an earlier (pre-
constraint concept) single I/O alternative form (i.e., it only goes in the direction of
determining fatigue life as the output). Options can be set procedurally in the Plane
Strain Model. After implementing some of the key concepts, the specific case study
PBAMs (as well as the definitions of the general PBAM structure, operations, and
views) were further refined.

Also, the common superclass PBAM for both models (Comp. Occ. Deformation
Model) was not implemented, so neither was the Deformation Model subsystem.
Basically, the PWA Two Rod Model in [Peak and Fulton, 1992b] that was mentioned
above still exists as a merging of the SJTF Model and the Extensional Model. However,
its implementation was changed to utilize constraints and it does support a Fatigue
Model subsystem. Thus, it can carry out the multidirectional design scenario
mentioned later in this chapter.

2. Nonlinear Cases #4 and #14 in Table 9.3 were run by manually supplying input to a
parameterized ANSYS Prep7 file. The automatic creation and execution of this file
from the Plane Strain Model would involve a procedure similar to that used in the linear

cases.
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3. A "black box" thermal model containing a few typical datasets {thermal condition,
reference temperature, component temperature, PWB temperature }was used (i.e., the
thermal analysis to obtain input component and PWB temperatures was not actually
performed in this system). Representative temperatures from Engelmaier [1983,1989]
were used. It was implemented as a black box only in that it simply supplies the
temperatures used in the above papers.

4. The ANSYS results retrieval link parses the results file to extract only the stress and
strain extrema in the solder joint. If desired, the full ANSYS results file could be loaded
and stored as STEP FEA entities [ISO 10303-104] using previously demonstrated
techniques [Yeh, et al., 1991; Yeh, 1992].

5. The DeltaBlue constraint solver algorithm used in the prototype cannot handle cycles.
However, techniques were performed to break the cycles and make it possible to get
multiple I/O alternatives for the Extensional Model case. This was done by using two
variables for the reference temperature which were not directly connected by
constraints (thus, the cycle was broken). Since these variable were always inputs, their
equality could be maintained imperatively in the method for setting the value of the

reference temperature.

With the above limits in mind, this section shows how these PBAMs work under
representative design and analysis scenarios using representative PWA and analysis

datasets.
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Design Verification Scenario

Figure 9.18 illustrates the overall process from a software and hardware implementation

point of view. The following describes the execution of each step to support a typical

design verification scenario.

1. As illustrated in Chapter 2, a designer ideally would like to perform design verification
checks as the design evolves. Here it is assumed that the components are being laid
out on a PWA using a tool like BoardStation by Mentor Graphics. To check the
solder joint reliability on this PWA, the designer selects a PBAM to use and specifies

which components to check. The present PWA layout could be automatically

Prototype CAD Framework

Smalltalk
(SUN SPARCstation 2)
i Plane Strain
M~ (Bodies 4
ANSYS

Pre-processor
nput File

1y,

S s ANSYS
.'Mathematica: nterfacer
. Interfacer_.

>

Mentor Graphics Mathematica ANSYS Prep7
(SUN SPARCStation 1) {NeXT Station) (VAX 6610)

Tool Notation 6 CFE Model 7

Information Path

Objects >
Not Implemented ANSYS @
File

* Retrieval of needed results only Solver
** "Proof-of-concept” interface only (VAX 6610)

Figure 9.18 Prototype Implementation of Case Study PBAMs
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transferred to the common database where the PWA object and related component
objects have access to their other attributes that may not be used by Mentor Graphics
(e.g., material properties and detailed geometry). The remaining steps are functional
in the prototype.

. To keep the figure from becoming even more cluttered, it is assumed that only the
extreme solder joint shear strain range is to be determined (so only the Level 1 and 3
PBAM s for this purpose are shown). Effectively the designer is the analysis context in
this scenario. He or she can specify the temperature conditions for the analysis and
choose the component occurrence, o, to be checked.

Assuming the Plane Strain Model PBAM is selected, options for geometric and
material detail can be specified. Finally, the designer tells the PBAM which 1/O
combination to use to get the maximum shear strain as the output. No further user
intervention is required except as noted below.

. With the above inputs, the Level 3 PBAM is ready to go. The PBAM instantiates a
Plane Strain Body System and supplies it with needed data extracted and transformed
from the component occurrence and temperature inputs (Figure 9.16). Then the
PBAM asks this subsystem for the maximum shear strain in its interface body (the
subsystem does not know that the interface body is a solder joint - the PBAM keeps
track of that).

. The subsystem knows that it needs to get the requested answer via a finite element
solution, so it creates an ANSYS PREP7 input file [SASI, 1990] by filling in the
appropriate blanks in a parameterized template. It then passes the results to the

ANSYS interfacer.

. This interfacer in turn transfers the file to a remote VAX and tells ANSYS to process

the file.
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6. The mesh generation, solution, and final results processing are performed by the
ANSYS PREP7, solver, and POST1 modules respectively. At the expense of increased
processing time, these phases can be displayed via X Windows if desired.

7. When ANSYS is done, the ANSYS interfacer retrieves the results. (If one chooses the
graphical display option, at this point the human user must click one button to let the
interfacer know ANSYS is done. It is rather difficult to make VMS and UNIX get
work together. In batch mode, no user intervention at all is required).

8. After reading in the file, the interfacer calls an ANSYS parser (created using T-gen
[Graver, 1992]) to extract out the needed results (stress extrema in the linear solder
case and total strain extrema in the nonlinear case).

9. The Plane Strain Bodies System gives the result requested (extreme strain in body 3)
to the PBAM (after transforming the stress into strain, in the linear case).

10. Finally, the PBAM takes the absolute value of the result (Eqn. 9.13) since strain range

was requested and gives the final result to the analysis context.

Thus, this PBAM implementation fully automates the creation, execution, and results
feedback of a representative finite-element-based routine analysis model. The Level 1
Extensional Model is formula-based, so no external tool is needed to solve the individual
relations in it (in contrast with relations like Eqns. 9.11 and 9.12, which require finite
element-based solutions) In both cases in a constraint-based implementation, the constraint
solver can handle the interaction of the relations. The earlier implementation of the
Extensional Model without constraints [Peak and Fulton, 1992b] captures the relations in
one-way methods. Conceivably one could forgo a constraint-based implementation;
however, multidirectional interaction of many relations would become more complicated

and inflexible (knowledge and control become intertwined).

201



Sample Design Verification Analysis Results
Table 9.3 summarizes results from tests run using representative datasets. All cases in this
table were done from the design verification perspective described above where fatigue life
is the desired output. Some variations (geometric and material transformations) within the
Plane Strain Model (Level 3) are included in the table which illustrate PBAM flexibility.
Also two types of thermal loads are supported (Thermal Cycling and Power Cycling),
demonstrating the use of PBAM Options.

Figure 9.19 is a standard instance view of Case #1 in Table 9.3. Note how the
arrows on the jumpers (bold connecting lines) indicate the inputs and outputs of the
PBAM, and how the selected options are listed beside the PBAM. Values for inputs and

the output (fatigue life) are indicated in the analysis context.

Analysis Context PBAM
d & Solder Joint
799 cycles Fatigue Model!
1/day , KO-
.55°C L J Cfé~=y Options
W, 1.1 Extensional Model
PWA Q 126°C D 2.1 Thermal Cycling
5145 c R110

Figure 9.19 Standard Instance View of SJTF Model

Figures 9.20 through 9.22 illustrate results from various scenarios (as indicated by
the Case #) within this Case Study. Figure 9.20 shows a view of the SJTF Model with
Extensional Model applied to all the leadless components on a sample PWA. The results
show that the leadless ceramic chip carrier (LCCC) poses a greater reliability problem than

the resistors, as could be expected due to its greater length. Figure 9.21 is similar to Case
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#62 where the rectangular solder joint geometry option was selected. The detailed solder

joint geometry option was selected in Case #3 as shown in Figure 9.22 (which is a linear

version of Figures 7 and 16 by Lau, et al. [1986]).

1=

iiil:l PWA Leadless Component Solder Joint Reliability Checker ~ Two Rod Mode!
PWA Listing

95235 PWA Test 2
95240 PWA Test 3
95255 PWA Test 4 I

v

Model Reference: Engelmaier, 1983
Reference Temperature (To, degrees C): 20
Solder Joint Height C(h, inches): 0.01
Adjustment Factor (F, unitless): 1,25
Power—up Cyclic Frequency (f, cycles/day): 1 Dsformed State

<]

PWB Temperature (Ts, degrees C): 88 . 5
(€] seow————

Ref. Part Class Body Style Tc Avg. Fatigue Avg. Life

Des. No. Cycles (years)

R103 99200 Resistor axial * *

R109 99120 Resistor surfaceMount 89 7381.92 20.22

R110 99120 Resistor surfaceMount 90 7553.77 20.69

R112 99120 Resistor surfaceMount 90 7553.77 20.69

U102 91200 Microprocessor LCCC 96 393.321 1.094

l NEW I ICANCELI | SAVE I |DELETEI | DONE I

Figure 9.20 Solder Joint Reliability Checker Using PWA Two Rod Model
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SEP 21, 1993
11:16:05
POST1 STRESS
STEP=1

ITER=1

UX

D GLOBAL

DMX =0.001245

Component ——\ SMX =0.703E-03
WIND=1
e SOldEr

Joint

0.292
.395
s .115
.781E-04
.156E-03
.234E-03
.312E-03
.391E-03
.469E-03
.547E-03
.625E-03
.703E-03
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Case #62 — LCCC-52 under power cycling load

Figure 9.21 Deformations with Rectangular Solder Joint Geometry Option (Case #62)
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SEP 21, 1993
10:13:27
POST1 STRESS
STEP=1
ITER=1

SXY (AVG)

S GLCBAL

DMX =0.384E-03
SMN =-5275
SMNB=-13545
SMX =3586
SMXB=5933

Solder Joint me:i

v =
*DIST=0.02179
*XF =0.069389

*YF =0.075817

-5275
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-3306
-2321
-1337
em  —352.235
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L
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Case #3 - 1206 Resistor under -55 to 125C cyclic load

Figure 9.22 Shear Stress Distribution in Detailed Solder Joint (Case #3)

Example Parametric Study / Design Synthesis Scenario
As an example "what-if" design scenario, consider the case where the designer knows the
target life the solder joint must meet and wants to see what other parameters (variables)
can be changed to achieve that target life. In other words, "What if I want the fatigue life
to be 40,000 cycles, and I let the solder joint height vary?" Thus, the target life becomes
an input to the analysis (e.g., 20,000 or 40,000 cycles) and the parameter allowed to vary
(e.g., solder joint height or PWB CTE) becomes the output.

Assuming one wants to vary parameters like the these examples just given, Figure
9.23 is an appropriate subsystem view of the SJTF Mode! for this scenario. Table 9.4 is the

accompanying I/O Table that could be manually determined by tracing the extended
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constraint graph in Figure 9.13. Note that this subsystem and I/O table are applicable
equally to the case where either the Extensional Model is chosen as the Strain Model [Option
1.1], or the Plane Strain Model (assuming the corresponding outputs are supported by the
FEA technique used) is chosen [Option 1.2]. This dual applicability is due to having the

exact same between the SJTF Model and this subsystem.

Solder Joint Fatigue
Design Parameter Model

Solder Joint
Thermomechanical
Fatigue Model
D o, L.C
DT, o
D T, o, g
D N hs Q
D / FQ

Figure 9.23 Example Subsystem View for SJTF Model

Table 9.4 Example I/O Table for SJTF Model

Oc

Top | T | f N, L, ac | og hs] F
1.11 I I O 1 m |m {m m m
2.11 1 I I I m |m |m |m O
3.11 I 1 1 I m m m 0) m
4.11 I I I T m |m |O [m |m
5.]1 1 1 I T m |O m |m |m
6.11 1 1 1 T 0 m m m m

In the current prototype, only the Extensional Model case has been implemented
using constraints. Therefore, it has been used to carry out this design scenario to achieve

the results given in Table 9.5 using the indicated baseline values. I/O combination #3
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allows solder joint height, hgj, to vary, while #4 does the same for PWB CTE, a,. Note

that /O combination #1 is the one used to obtain the baseline result of 25,062 cycles.

Table 9.5 Solder Joint Fatigue Parametric Study Using Implementation with Constraints

Baseline Values

PBAM: SJTF Model & Extensional Model (Level 1)
Conditions: Power Cycling, T,=20°C, f =1 cycle/day
PWA: PN 95415
Component Occurrence: R109, 1206 SMD resistor,

PN 99120, L, = 0.125, o, = 6.7E-6 (in/in)/°C, T, = 89°C
PWB: PN 99120, FR4, 0.062" thick, oy = 15.0E-6 (in/in)/°C, T = 88°C
Solder Joint: 60Sn 40Pb solder, hgj = 0.010"

Case #11 Variation | N ¢ (cycles) hsj (in) os ((in/in)/°C)
#11.baseline 25062 0.0100 15.0e-6
#11.h.a 20000 0.0090 15.0e-6
#11.h.b 40000 0.0124 15.0e-6
#1l.0s.a 20000 0.0100 15.9¢-6
#11.05.b 40000 0.0100 13.4e-6

Bold indicates output (result) for given Case #

As could be expected, results show that an increased fatigue life can be achieved by
increasing the solder joint height, hy. For example, Case #11.h.b determined that the
solder joint height should be 0.012" to achieve a desired life of 40,000 cycles. Alternately,
an increased fatigue life also can be achieved by selecting PWB materials with lower
CTEs, o Note that fatigue life is quite sensitive to both these parameters.

If solder joint height is the desired output (/O combination #3), the analysis result
potentially can directly change the design due to the simple product-analysis
transformation (PAT) involved in this case (where solder joint height is assumed to be

proportional to the thickness of the stencil used during manufacture). However, even here
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not just any stencil thickness can be chosen as they typically come in standard sizes. Also,
too thick of a stencil can cause solder bridging during manufacture.

Thus, the focus in this thesis has been on getting the analysis result back to the
point where it could be considered along with other variables in a design decision. In
other words, the input to the PAT design synthesis operation can be obtained from the
PBAM (assuming the constraint solver can obtain that variable as an output).
Furthermore, once the design decision has been made, its impact can be rapidly accessed

by re-running the same PBAM.

9.6 Discussion of Solder Joint Fatigue Case Studi

Strengths

1. Using the SJTF Model with the Plane Strain Model option [1.2] shows how a PBAM
enables interaction of formula-based (Fatigue Model subsystem) and finite element-
based analysis models. In the underlying constraint graph, the relations that the Plane
Strain Bodies System contains are treated as any other relation. The fact that the
relations require a finite element analysis solution is immaterial with respect to the
structure of this PBAM. The interaction of this analysis model with other models in
the SJTF Model constraint graph that have different solution methods also appears
possible.

2. The parametric study example demonstrates how PBAMs can enable multidirectional
analysis. Thus, analysis models can potentially interact in different directions, and
"what if" design scenarios like that described can be supported.

3. Obtaining fatigue life from the SJTF Model using the Extensional Model option takes less

than a few seconds, while using the Plane Strain Model option requires around four
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minutes (depending on network and machine loads as well as selected options - some
details are given in Chapter 10 under THESIS OBIECTIVE 4 (Speed)). Even with the
Plane Strain Model option, only a few percent of the total time is spent creating the
ANSYS PREP7 file and using the FEA results in the Coffin-Manson Model. Hence, in
these cases PBAMs provide relatively rapid analysis results where the speed is limited
by the solution procedure rather than by model creation.

4. The Plane Strain Model options (different stress-strain models and varying geometric
detail) demonstrate how PBAMs allow flexibility in analysis model complexity.

5. The analysis results in Table 9.3 re-emphasize the need to check solder joint reliability
since fatigue poses a potentially significant problem. For example, if your personal
computer (PC) contains the PWA used in Case #61 (Figure 9.20) and you turn it
on/off every day, the SJTF Fatigue Model with the Extensional Model predicts your PC
will fail in less than 13 months of use. (Actually it would probably fail earlier since this
number is the average predicted life of only this component. Since total system
reliability is related to the product of the reliability of each component and each failure
mode [Dieter, 1983], component reliability needs to be greater than the target system
reliability). Since most electronic products do not fail in this predicted time frame,
evidently PWAs such as this one have been designed (or redesigned) to have cooler
component temperatures and/or to use components with smaller CTE mismatches.
Thus, performing such analyses frequently and rapidly during design (which PBAMs

enable) is seen to be helpful, if not essential, for product success.

Issues

1. For the same physical situation, the analysis results (Table 9.3) given by analysis
models with different options vary quite a bit (e.g., N; in Cases #51 and #52 differs by
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an order of magnitude). These discrepancies call into question how appropriate the
analysis model options are. In particular the rectangular geometry option added in this
research appears to have a stress singularity. Also, the linear solder model is not really
valid for the cases where the stress exceeds the yield stress. However, these analysis
models and added options still serve their purpose with respect to this research, as
their variety of features demonstrates the flexibility of the PBAM representation. The
fact that a PBAM is only as good as the analysis model it represents is, nevertheless, a
very important point which is highlighted here.

. Limitations on input/output combinations in general are discussed in Chapter 10. In
brief, solution procedures must exist for each relation in the direction it will be run for
a given I/O combination. Recall that some solution procedures have natural /O
combinations (THESIS OBJECTIVE 9 Directionality).

For example, in the Plane Strain Model FEA solution, variables such as
component temperature are natural inputs while maximum solder joint stress is a
natural output. Reversing the roles of these two variables would require a more
expensive iterative solution procedure. Furthermore, some constraint solvers do not
support I/O combinations requiring the solution of simultaneous equations - a situation
that is required to obtain any one of the temperatures as an output in the SJTF Model.

. The Plane Strain Model provides one example of how some information is missing in
analysis model descriptions. The paper by Lau, et al. [1986] did not include the length
of the PWB section, the initial load step, or convergence criteria (not that such detail
should be included) Such cases make it difficult to reproduce an analysis model

exactly.
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9.7 PWA Warpage Case Study

9.7.1 Conceptual PBAM for PWA Warpage

The primary purpose of this case study was to test the ability of the PBAM representation
to handle the interaction of global and local analysis models which are analysis models at
regional levels (OTHER OBJECTIVE 16 Resolution). The warpage PBAM developed in this
case study is shown in Figure 9.24, and is included in Appendix G. Note that this PBAM,
PWA Warpage Model, has been developed at a conceptual level only and has not been
implemented. The analysis model it represents would determine the deformations of the

entire PWA using simplified analysis models of the components.

9.7.2 Use in PWA Global/Local Model
Conceptually, the interaction between global and local models (OTHER OBJECTIVE 16
Resolution) is the same as the interaction of two subsystems in a PBAM. Boundary
conditions (as the name implies) are natural interface points between analysis models, from
both physical and information exchange viewpoints. Some subset of results is extracted
from the global model and fed into the local model as boundary condition inputs

Figure 9.25 demonstrates this concept for the SJTF Model, which is extended here
to include warpage effects determined by the added subsystem that is of type PWA
Warpage Model. Another option category has also been added to the SJTF Model (where
Option [3.1] neglects warpage effects, and Option [3.2] includes them). Observations

from this exercise are included in the next section.
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Figure 9.25 Study of Global / Local Analysis Model Interaction

9.7.3 Discussion of PWA Warpage Case Study

The primary observations from this conceptual case study are as follows:

1. All examples in the previous sections have predefined compositional topology, i.c.,

the number of bodies that compose the model is known a priori. For example, both

the Level 1 and Level 3 models have four bodies (component, PWB, and two solder

joints - but only one solder joint is modeled due to symmetry).

Often analysis models have postdefined compositional topology, where the

number of bodies involved is not known until a specific product instance is selected.
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This phrase means that the number of bodies modeled in the PBAM varies, not as an
option value, but as determined by the assembly of the product itself. This situation
occurs when the analysis model must include the effects of each member in a
aggregate product variable. For example, the PWA warpage model in this section
would typically have a different number of component occurrences for each different

PWA analyzed, and different PWBs may have a different of layers. Currently the

PBAM representation does not support postdefined compositional topology.

. Higher dimensional fields of state often need to be exchanged between global/local

models (e.g., 3D deformations along a closed path around the component of interest in

the PWA Warpage Model would be input into the 3D Level 4 model). This issue
raises other issues:

a. The global subsystems must have operators that support the output of such fields
(and input for inverse problems).

b. If discretization solution techniques are used (e.g., FEA), the local model needs to
tell the global model for which discrete points it needs values. This two-way
interaction may need to occur even though the overall result is a one-way analysis,
as can be seen in the work by Niu and Shephard [1990].

. The PBAM must support mappings between different coordinate systems and

different compositional topology in the global/local models. This ability effects Issue

2 and has not been addressed explicitly. Coordinate systems probably need to be an

attribute in each ABB, in which case coordinate transformations between ABBs could

potentially be represented as relations.

. PBAMs are extendible with apparent relative ease due to their modularity

(demonstrated here at least on a conceptual PBAM development level). Figure 9.25

215



illustrated the relatively small impact adding warpage effects had on the structure of

the original solder joint fatigue PBAM.

Preliminary work is promising and indicates that PBAM partitions (the constraint
subgraphs defined in Chapter 6 that enable representation of analysis model options) may
be part of the solution to the postdefined compositional topology problem (Item 1). Item
2 can handled by the current PBAM structure if one views such fields as a variable that
happens to be a relation.

The basic idea of Item 3 also appears doable if operators exist and the inter-system
mapping is not too complicated. It is worth noting that Item 3 emphasizes the need for
something like a PBAM to help subsystem models interact. The PBAM has access to the
analysis context (product entities, analysis entities, and options) which is the common
source for all the information each subsystem model needs. The PBAM also knows what
the purpose of the interaction is, and thus shows promise for enabling more general

global/local interaction (OTHER OBJECTIVE 16 Resolution).

In summary, the conceptual PWA warpage case study brought out both strengths and
weaknesses in the present PBAM representation. Generalized global/local interaction and
postdefined compositional topology are not currently supported in the PBAM

representation.

9.8 Summary
In summary, it is felt that developing and implementing PBAMs for these analysis models
has helped validate the PBAM representation, has illustrated how to develop and

implement PBAMs, and has demonstrated the usefulness of PBAMSs through

representative design scenarios.
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critical issues in the modeling process.

CHAPTER 10

EVALUATION

The most important figures are unknown and unknowable.
W. Edwards Deming
[Walton, 1986, p. 36]

10.1 Evaluation Approach

As noted by Sargent [1985], validation and verification of a model is one of the more

distinguish between the two terms:

validation substantiation that a computerized model within its domain of
applicability possesses a satisfactory range of accuracy consistent with the
intended application of the model.

verification ensuring that the computer program of the computerized
model (i.e., the simulator) and its implementation is correct.

His figure depicting the various forms of a model and the various types of validity and

verification is reproduced here for reference along with his explanation:

The problem entity is the system (real or proposed), idea, situation, policy,
or phenomena to be modeled; the conceptual model 1is the
mathematical/logical/verbal representation (mimic) of the problem entity
developed for a particular study; and the computerized model is the
conceptual model implemented on a computer. The conceptual model is
developed through an analysis and modeling phase, the computerized
model is developed through a computer programming and implementation
phase, and inferences about the problem entity are obtained by conducting
computer experiments on the computerized model in the experimentation
Phase.
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Problem
Entity
(General Analysis
Models)
AN
(Phase 3) / 7' \ (Phases 1&2)
Operational / / ) \ Conceptual
Validity Experimentation Analysis Model
(Case Study Scenarios) and Validity
‘ Modeling
/ Data Validity \
/ (Case Studies) \
4 |
Computerized Conceptual
(PB A'n%?elt Computer Programming Model
ructure «— — — — = — — —
in Small talk) and Implementation (PBAM Structure)

(Phase 2)

Computerized Model
Verification

Figure 10.1 Simplified Version of Modeling Process [Sargent, 1985]

We relate validation and verification to this simplified version of the
modeling process as shown in Figure [10.1]. Conceptual model validity is
defined as determining that the theories and assumptions underlying the
conceptual model are correct and that the model representation of the
problem entity is "reasonable” for the intended use of the model
Computerized model verification is defined as ensuring that the computer
programming and implementation of the conceptual model is correct.
Operational validity is defined as determining that the model's output
behavior has sufficient accuracy for its intended application. Data validity
is defined as ensuring that the data necessary for model building, model
evaluation and testing, and conducting the model experiments to solve the
problem are adequate and correct.
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While Sargent emphasizes the validation and verification of industrial engineering-type
simulation models, Ignizio [1991)] defines the following phases of validation and

verification with a focus is on general rule-based expert systems:

Phase 1 The justification for the employment of an expert system.

Phase 2 The validation of the consistency and completeness of the expert
system's rule base.

Phase 3 The verification of the overall performance of the expert system.

Labels have been added to Figure 10.1 that show the rough correspondence between
Ignizio's Phase 2 with Sargent's Conceptual Model Validity and Computerized Model
Verification and between Phase 3 and Operational Validity. Ignizio's Phase 1 could be
considered part of Theoretical Validity.

Before the research of this thesis can be validated, one must recall exactly what the
"model" is that is being validated. As stated in Chapter 2, a PBAM is a representation (an
information model) of analysis models that includes linkages to a product model - that is,
the PBAM representation is a model of models. Hence, the general PBAM representation
is the "model"” being evaluated in this chapter. Therefore, the primary thing that needs to
be determined is whether or not the general PBAM representation is a valid model of
analysis models. This case is analogous to determining if the rule-based knowledge
representation is valid rather than determining if a given populated rule base is valid for a
particular application.

One part of demonstrating PBAM validity is to check if valid models of analysis
models can be developed and implemented. Checking the theoretical validity of the
analysis models themselves is beyond the scope of this thesis; however, checking that
PBAMs of the analysis models give the same analysis results as other implementations is

part of validating this research. Though Sargent and Ignizio have focused more on the
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validation and verification of models rather than on models of models, it is felt that the
process is very similar for both cases. The validation approach taken in this research is as

follows:

1. Determine the objectives.
2. Determine the degree that PBAMs meet those objectives.

3. Compare the degree that PBAMs meet those objectives versus other approaches.

Implicit in the first step is that the objectives themselves are "good" objectives.
From a research point of view, in this thesis "good" means that meeting the objectives will
a) create new knowledge, and b) meet some engineering need. For knowledge to be
considered "new," the concepts must provide either some capability not currently available
or some significantly improved capability. Ignizio's Phase 1 is related to these criteria and
has been executed by characterizing the problem as one which can benefit from Al
techniques and by searching the literature for existing solutions. Furthermore, Chapter 4
identified what the objectives of this research are and Chapters 2, 3, and 4 showed that the
objectives meet criteria a) and b). Therefore, Step 1 has been completed.

Step 2, determining how well the objectives have been met, has been discussed
some in various parts of the thesis, but will now be consolidated and discussed in one

section.

2 PBAMs Ver
Tables 10.1 and 10.2 summarize the degree that each THESIS OBIECTIVE and OTHER
OBIECTIVE was met as demonstrated in the case studies. The reader is referred back to
Chapter 4 (Objectives for Analysis Model Representations) for descriptions of each

objective itself. The degree the PBAM representation meets each of the THESIS
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OBJECTIVES (1-9) is addressed individually. Several key OTHER OBJECTIVES are then
discussed. The degree to which each claim made in this chapter has been demonstrated

will be denoted as follows:

Theoretical Development (TD) The concept was defined or demonstrated using
logical, mathematical, algorithmic, and/or information modeling techniques.

Case Study Development (CSD) The concept is backed by TD and also was
demonstrated in the case study development using the PBAM structure. In other
words, one or more PBAM views were created of a representative analysis model
which demonstrates the concept.

Case Study Implementation (CSI) The concept is backed by CSD and also was
demonstrated in a computer implementation. Representative data sets were used,

and example operations were performed that demonstrate the concept.
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10.2.1 PBAMs Versus THESIS OBJECTIVES

OBJECTIVE 1 Representation Provide a representation of analysis models which

meets all other THESIS OBJECTIVES and many of the OTHER OBJECTIVES.

First, the PBAM representation will be evaluated against the previously given

criteria (Chapter 3) that a good representation should fulfill.

a.

Have a well-defined structure composed of a pre-defined vocabulary of symbols.
In Chapters 5 and 6, the PBAM structure is defined, as well as the symbols that
composed it (e.g., analytical and product variables, linkages, subsystems, and options).
Have a defined method for being developed from the specific real world entities being
represented. Preliminary guidelines were given in Chapter 7 on how to develop a
PBAM of a specific analysis model given a description of that model as input. How
good these guidelines are remains to be seen as other engineers attempt to use them.
Be capable of expressing any relevant aspects of the content of the real world input.
This claim is rather difficult to substantiate unless one has tested the representation
against "all” variations of real world input that exists. Therefore, the claim is made
that the PBAM representation can represent a relevant class of engineering analysis
models, but not all analysis models. Hence, the PBAM representation is complete and
general within that class of analysis models, but it is almost certain that new constructs
will need to be added as models beyond that class are considered.

Be easily modified.

This capability is addressed in OBJECTIVE 6 (Modularity / Seamlessness).

Be understood by the people who are familiar with the knowledge being represented.

No attempt has been made to formally demonstrate fulfillment of this criteria (e.g.,

225



through field trial with students or practicing engineers). Nonetheless, in discussions
with several students, faculty, and industry engineers, there at least appears to be a
high-level understanding of what a PBAM is and how to interpret a PBAM of a
particular analysis model.

f.  Be explicit and transparent. This criteria is met because many important features of
an analysis model (e.g., variables, relations, and PATs) are readily identified in the
PBAM representation. In contrast, a neural network representation of analysis models
would be considered an implicit representation where such features would be
distributed among all the nets and, thus, would be difficult to access and identify.

g. Hide detail unless expressly requested (i.e., support encapsulation). One way that
PBAMs satisfy this criteria is by being composed of other structures that can
themselves be composed of other structures. Also, as evidenced by subsystem views
of a PBAM and accompanying /O table views, all one must do to use a PBAM is plug
in the appropriate inputs and select desired options. One need not know all the
internal details.

h. Be concise. The PBAM structure meets this condition with the exception of some
redundancy as noted (Chapter 5) which is there for convenience (as are all the other
views defined).

i Be computable. Preliminary guidelines for implementing PBAMs have been given in
Chapter 8 and PBAM:s of actual analysis models have been prototyped. General ABB
operations and associated algorithms still need to be defined; preliminary results
towards this goal are given in Chapter 5.  As noted in the aforementioned chapter,
more experience with other constraint solvers and more analysis models is certain to

improve these guidelines.
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As mentioned in Chapter 9, the prototype does not completely match the final
PBAM and ABB representations of the case study models. Similarly, PBAM options,
subsystem substitution, and nested PBAMs have not been implemented using
constraints. However, two GPABBs (Coffin-Manson Model and Interconnected Rods
System) have been implemented successfully as subsystems in a PBAM (the PWA Two
Rod Model - the precursor of the Extensional Model) using constraints.

Generally, these concepts have been implemented to some degree at least in
non-constraint-based form. Also, sufficient other constraint-based implementation was
done to give reasonable certainty that the constraint-based implementation of these
concepts would be reasonably close to that expected.

Be efficient. As will be seen in the discussion for OBJECTIVE 7 (Speed) below, the
case study PBAMs executed reasonably quickly. Speed performance with large
numbers of PBAM:s attached to many product models has not been tested..

How much memory PBAMs use has not been determined. Especially in the case
where relations requiring numerical solutions are involved, memory usage could
become a factor just for storing all the PBAM instances that could be used on a single
design (e.g., some PWAs have over 700 components). Therefore, unless necessary for
audit purposes, a strategy for keeping only essential results or a policy of completely
discarding used PBAM instances and re-executing them as necessary could be

instituted.

Having met most of the above criteria to a fair degree, the PBAM representation at least

qualifies to be called a decent knowledge representation. Presently, it is the only known

representation of analysis models that supports all these capabilities. Also, as will be

discussed in the remainder of this section, and as summarized in Tables 10.1 and 10.2,

PBAMs have many, but not all, of the capabilities defined in both the THESIS OBJECTIVES
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and OTHER OBJECTIVES. Therefore, the claim is made that the PBAM representation

fulfills this objective to a reasonable degree.

OBJECTIVE 2 Automation Fully automate routine analysis.

PBAM:s do not fully automate routine analysis in that the analysis context must perform
fully the routine analysis process steps marked with an asterisk (*) in Figure 10.2
(repeated here for convenience from Chapter 5) as demonstrated in the case studies in
Chapter 9. The analysis context must perform fully those steps marked with a dagger (1)

and, in most cases, must assist partially or fully the step marked with a double dagger ().

1. Design product.
2. Perform routine analysis.
2.1 Identify application (the design problem).
2.2 Choose ABB for application.
1 2.3 Setup ABB.
t2.3.1 Instantiatc ABB.
+2.3.2 Specify options.
t2.3.3 Link ABB with input/output entities.
t2.3.4 Specify I/O combination.
+ 2.4 Reconcile ABB.
* o Link analysis model(s) with product & analysis inputs.
* o Execute (solve) analysis models(s).
* ¢ Manage interaction of analysis models.
* o Extract results.
1 2.5 Read results.
2.6 Check results.
2.7 Interpret results to determine design changes.
1 3. Make design changes.

Figure 10.2 Routine Analysis Steps Automated Using PBAMs

Chapter 5 defined the operations a PBAM does automatically, as well as those the analysis

context must perform. In Step 3 above, the analysis context need only connect the
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product and analysis entities at a relatively high-level. For example, as demonstrated in
Chapter 9, the analysis context connects a PWA object to the PBAM rather than manually
inputting all the dimensions and material properties into the PBAM - the PBAM extracts

such information automatically from the PW A object.

OBJECTIVE 3 Associativity Link analysis models with product models.

The PBAM representation supports information flows in both directions: from
product model to analysis model and from analysis model to product model. The
modeling idealizations and design tasks that occur in these directions, respectively, have
been characterized (Chapter 3). This research has focused more on modeling idealizations
than on design synthesis operations (in order to focus on supporting the design verification
task). This thesis does not claim to have developed all such transformations, but does
claim that the structure provided supports the following classes of transformations:

a. Modeling idealizations that can be formulated as relations with product variable
inputs and analytical variable outputs (CSI, Chapter 9).

b. Design synthesis tasks that can be formulated as relations that require only
analytical variable inputs (e.g., geometric sizing) (CSD). As demonstrated in the
design synthesis scenario in Chapter 9 (CSI), such tasks can be performed to the
extent that at least the analytical variables can be obtained which are inputs to the
design operation (assuming the relations allow such inversion). Design operations
requiring product variables not used in the PBAM have not been addressed in this
thesis, but may be possible if they are accessible through the product variables
connected to the PBAM.

Unfortunately, PATs in general are not as well defined or characterized as other types of

analysis relations. This situation was encountered in the case studies where some design-
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analysis linkages had to be inferred from the papers by Engelmaier and by Lau, et al.
Also, from an analysis model representation viewpoint, it is hoped that generalized PATs
can be developed (e.g., transformations to determine the material in a multi-material
fabrication which dominants a certain behavior - like the dominant CTE PAT in the
Extensional and Plane Strain Models in Chapter 9).

The intent of this thesis has not been to develop generalized PATS; the intent of
this thesis in this respect is to show how some linkages between product and analysis
models can be represented if they are formulated as relations. Then, as more generalized
PATs become available, they can be used in the current PBAM structure. Observations
were given in Chapter 3 to characterize what types of product-analysis transformations
PB AMs must support in order to link a product model with an analysis model.

One final observation is that linkages to the product model can enable modular
analysis model complexity variation (OBJECTIVE 4) because each analysis model has
access to the product model to extract the information it needs. This situation is seen
clearly in the SJTF Model (Chapter 9) which uses the exact same interface to the Strain
Model subsystem both when that subsystem is the Extensional Model and when it is the Plane
Strain Model. It is only inside these subsystems that it is apparent that the latter PBAM

uses more product information (and is more complicated) than the former.

OBIECTIVE 4 Complexity Level  Represent analysis models of varying complexity
(e.g., topology, geometry, material model) for the same regional resolution.
This new capability was demonstrated in the case studies (Chapter 9) by

representing models with varying degrees of complexity in the following area:
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Body Complexity

o Deformation Behavior (PWB/Component): extensional (1D) (CSI), plane strain (2D)
(CSI)

« Deformation Behavior (Solder Joint): pure shear (1D) (CSI), plane strain (2D)(CSI)

o Material Model (Solder): linear elastic (CSI), bilinear elastoplastic (partial CSD)

e Geometry (Solder Joint): 1D height (CSI), 2D rectangle (CSI), and 2D parametric
shape (CSI).

Compositional Complexity
Topology (PWB): homogeneous body (CSI), multilayer laminate (partial CSD)

(Postdefined compositional topology is not supported, per the discussion in Ch. 9).

Therefore it is claimed that PBAMs at least can represent multiple models that vary in

complexity along these dimensions.

OBIJECTIVE 5 Options Allow choices in analysis model operation.
Representing alternative model operation within one model representation is an integral
part of the PBAM structure as defined in Chapter 5 for the ABB representation. The

following types of options have been demonstrated (Chapter 9):

e Model Complexity: Behavior (extensional and plane strain), Material model (linear
and nonlinear solder model), Geometry (rectangular and detailed solder joint) (CSI)

o Load Type: Thermal vs. power cycling (CSI)

o Effects: Warpage effects in solder joint fatigue (partial CSD)

Options and degrees of complexity (OBJECTIVE 4) are related in that options allow degrees

of complexity to be packaged in one PBAM - the user simply selects the options desired.
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To date options must be chosen before the PBAM is initialized so that if an option change
is desired, the PBAM must be re-initialized (CSI). Changing options in a constraint-based
implementation after initialization looks promising (as it involves deleting and adding
constraints which are standard constraint graph operations), but presently no further claim

is made with regard to changeability.

OBJECTIVE 6 Modularity/Seamlessness Provide modularity to represent new analysis
models with minimal impact on analysis models already represented.

The following types of modularity have been demonstrated:

PBAM Addition New PBAMs were added in Chapter 9 with minimal impact on
existing ones. Adding the Plane Strain Model could have been achieved with no changes at
all to the Extensional Model; however, due to the commonality between the two PBAMs,
parts of the Extensional Model can be shifted into a new PBAM superclass, Component
Occurrence Deformation Model, which decreases the effort required to add the Plane Strain
Model. Therefore, such changes are viewed as good and have little negative impact on the

pre-existing PBAM (CSD/I).

PBAM Change Both PBAMs and analytical systems were changed with little
structural impact to accommodate inclusion of warpage effects in the calculation of solder
joint fatigue (CSD, Chapter 9). Also one can see how changing the SJTF Model to include
power cycling if that were not considered from the beginning (as in the case of the Plane

Strain Model) could be readily accommodated (CSD)
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Constructive Modularity  PBAMs can be constructed modularly from analytical building
blocks (CSI) including other PBAMs (CSD). This approach of building larger entities

from smaller ones is what localizes and minimizes the effects of addition and change just

discussed.

Subtraction of PBAMs and of features from PBAMs has not been addressed.

OBJECTIVE 7 Speed Give rapid results.

This objective is performance related and thus falls under Ignizio's Phase 3 and Sargent's

operational validity categories. Table 10.3 compares total wall clock run times of various

case numbers (see Table 9.3) under the following computing conditions:

1. VisualWorks 1.0 was running under Sun 0S 4.1.2 on Sun SPARCstation2.

2. ANSYS 4.4a was running under VMS on a super scalar VAX 6610 with 250 Mb of
RAM and a 245 Gb hard disk.

3. File transfers between the VAX and SUN were done automatically via the Georgia

Tech Network which is a TCP/IP network. Its transfer rate varies depending on

network load.
Table 10.3 Case Study Total Execution Times
Case # Implementation Implementation

(SJTF Model plus indicated with Constraints without Constraints
Strain Model and Options) Initial Setup | Post-Setup
#1 Extensional Model <1 sec ~ 3 sec < 1 sec
#2 Plane Strain, Linear 257 sec

Solder, Rectangular SJ (4.3 min.) NA NA
#3 Plane Strain, Linear

Solder, Detailed SJ ~ 5 min. NA NA
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For Case #2 (see Table 9.3), which required file transfers and solution via ANSYS on the

remote VAX, the total time can be broken down as follows:

Table 10.4 Breakdown of Execution Time
Time (sec) % of Total

Setup and PREP7 input creation 3 1%
PREP7 file creation and transfer to VAX 39 15%
ANSYS execution (PREP7, solver, POST1) 198 77%
Solution file transfer to SUN 8 3%
Solution file parsing 8 3%
Final Calculations 1 <1%
Total 257 100%

As can be seen from this breakdown, the first step (FEA input file creation) and last step
(results transfer and fatigue model creation/calculation) take only a small percentage
(~2%) of the total time. Similar results were observed for the other cases involving finite
element-based models. Thus, a reasonable rule of thumb (at least for constraint graph
solutions that do not require simultaneous equations) is that the total solution time would
be comparable to (but slightly greater than) the total time that would be required by a non-
constraint implementation. This approximation becomes better with increasing numbers of
individually time-consuming relations.

It is unclear how applicable this observation would be to other PBAMs with
general constraint graphs, but it appears that by far one "expensive" constraint (like one
that requires a finite element based solution) is more costly time-wise then propagation
across numerous "cheaper" constraints. This story would probably change for PBAMs
requiring simultaneous equation solution in a constraint graph with non-linear constraints;
however, even then if the expensive constraints were in the simultaneous equation loop, it

seems they would tend to dominate the total calculation time.
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These case study results point to the following tentative observation: PBAMs are
subject to the expected trade-off between efficiency and flexibility. Constraints are a
rather natural representation of analysis relations that, when implemented using constraint
solvers (e.g., DeltaBlue), can ease implementation and offer multi-directional capabilities;
however, implementation of these constraints using non-declarative forms (e.g.,
procedural methods in straight Smalltalk or C++) can potentially achieve greater
performance by capitalizing on specialized forms (that then are typically harder to extend

and maintain).

OBIECTIVE 8 Flexibility Accommodate a wide variety of analysis models.

Here the degree of flexibility is assumed to be related to the degree that
OBJECTIVES 20-29 are met as a whole (Chapter 3). One can see from Table 10.2 that each
of these objectives except 21 (Product Domains), 22 (Product Type), 24 (Disciplines), and
29 (Systems of Relations) were demonstrated by at least two different values in the case
studies. These demonstrations, coupled with the below discussions of the indicated
exceptional objectives are the basis upon which the qualitative claim of reasonable

flexibility is made.

OBJECTIVE 9 Directionality Allow different combinations of inputs/outputs.

Directionality capabilities are summarized here and are largely limited by existing
constraint solving algorithms (if the PBAMs are so implemented) and by existing relation
solution procedures, rather than the PBAM representation itself. In the rest of this item,
the "constraint graph" refers to the PBAM constraint graph that results after all options

have been selected.
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The following conditions must be satisfied first by all relations in the constraint

graph when the relation is looked at individually (i.e., when it is disconnected from the

graph).

CONDITION 1 Each relation must be individually implementable in a computer to the
following degree: Each variable that will be requested as an output of the relation
must have a corresponding solution method

In other words, it is assumed the constraint graph solver will not ask a relation
for an output it inherently cannot give because no solution procedure exists. This
objective in Chapter 3 discussed how some solution procedures (e.g., FEA) have
natural inputs and outputs, and that requesting a natural input as an output may
require increased computational cost if the solution is possible at all. Therefore, in this
research only variables that can be determined by existing solution procedures are
available for output in an individual relation. The responsibility of how the inverse is
performed for a particular solution procedure is left to the developers of such
procedures. The discussion of this objective in Chapter 4 gave one example of how

ANSYS provides such capabilities in the case of finite element analysis.

In addition, the following condition is assumed to be satisfied as the impact of cases

beyond this condition has not been resolved in this research.

CONDITION 2 Given corresponding single-valued inputs, the available outputs for each

relation is single-valued.

Once these two Conditions are met, whether or not the constraint graph can be solved by
existing algorithms depends on several factors including the topology of the graph, the

types of relations and variables, and the desired I/O combination. Algorithms are known
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to exist for at least the following cases, again keeping in mind that the above conditions

are met as follows:

CASE 1  If the constraint graph contains no cycles, the greatest flexibility exists on
allowable types of relations, variables, and I/O combinations, including the following
non-exhaustive examples:

Relations: Discrete/continuous, linear/nonlinear, logical, equality

Variables: Real, integer, logical, entity

I/0 Combinations: All fully constrained combinations
DeltaBlue [Freeman-Benson, et al., 1990; Maloney, 1991] can handle this case, as was

demonstrated in Chapter 9 for the design synthesis scenario.

CASE 2 If the constraint graph contains cycles, and the desired /O combination does
not require the solution of simultaneous equations, then the types of relations and

variables listed in Case 1 are also allowable.

No statement is made for constraint graphs that fall outside these two cases, though some

algorithms exist for more general cases [Freeman-Benson, et al., 1990].

10.2.2 PBAMs Versus OTHER OBJECTIVES
As the above objectives were the major focus of this research, only some of the remaining
OBIECTIVES (10-28) will be discussed briefly. Table 10.2 shows how many of the

remaining objectives are met to at least some degree.
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OBJECTIVE 14 Multivalued Outputs Allow multivalued output variables.
This situation would occur not only when multivalued inputs are given (just described) but
also when a relation involved in the analysis has multiple solutions (e.g., x =% y).

When a relation has non-unique inverses (i.e., multivalued outputs), the question
arises as to how they would propagate through the constraint graph. One simple example
of such a relation is the absolute value operation in the Solder Joint Fatigue PBAM in
Chapter 9 (Eqn. 9.8). An "operand list" looks promising here. The relation would create
an operand list containing each solution as an item in the (ordered) list. When the operand
list is passed to the next relation, operators in that relation would be performed on each
individual member in the operand list. However, this idea has not been tested. The
current approach to such relations is to implement them such that only one value is

returned (in the case study, only the positive value is available for the inverse form of Eqn

9.8).

OBJECTIVE 19 Encapsulation Encapsulate existing tools that have specialized design-
analysis linkages.
This objective has not been demonstrated in this research. It is believed that it can be met
if the existing tools can be modeled as relations, and if the use of these relations fall under
CASES 1 or 2 defined in OBIJECTIVE 9 (Directionality) above. The variables in such
relations would be both product variables and analytical variables. The degree to which
these relations can be integrated for automated PBAM solution depends on at least two
factors: whether or not the tools 1) support programmatic entry of these variables, and 2)

support programmatic control of themselves.
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OBJECTIVE 21 Product Domain Be usable in multiple engineering product domains.

The major assumption about the product model structure with respect to its use in the
PBAM structure is that it is compatible with a object-like structure (entity, attribute (part-
of relation, where complex entities are allowable attribute values), and is-a relation) like
that defined in the EXPRESS modeling language [ISO 10303-11]. Use of such a product
model was demonstrated in the case studies (Chapter 9).

Rather than being restricted to the EXPRESS notation of derived attributes, it is
assumed that general relations (constraints) can exist among attributes. These relations
also are subject to CONDITIONS 1 and 2 in OBJECTIVE 9 if they are meant to be active in
the PBAM constraint graph. In other words, if a product can be modeled using
EXPRESS and such relations, it is compatible with the PBAM structure. Therefore,
because the ISO STEP project is using EXPRESS to define product models for a wide
variety of product types (including ships, PWAs, sheet metal parts, general assemblies,
etc.), it is claimed that the PBAM structure is compatible with a wide variety of such

products and OBJECTIVE 21 (Product Domain) has been met.

OBJECTIVE 24 Discipline Represent analysis models from different engineering disciplines.
The mathematical similarities in the governing equations of various engineering disciplines
have led to well-known analogous counterparts between disciplines and, more recently, to
generalized terms for these counterparts in the bond graph representation [Rosenberg and
Karnopp, 1983; Ingrim and Masada, 1989 a & b]. The case studies and examples done in
this research (Chapter 9) fall under the classification of thermomechanical models which
are basically boundary value problems (BVPs) having the following general categories of
variables and relations: bounded media, kinematic relations, constitutive relations,

boundary conditions, and state variables.
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As these categories were treated in the PBAM representation with a strong degree
of generality, it is argued that PBAMs can represent analysis models that are BVPs
involving continuous bounded media (e.g., conductive heat transfer). The fact that
PBAMs with relations requiring finite element-based solutions were demonstrated helps
confirm the claim, as a wide variety of such problems can be solved using FEA. Whether
or not the present PBAM representation can handle problems with unbounded continuous
media (such as fluids) has not been addressed.

As lumped parameter problems are typically structurally simpler than BVPs, it is
felt that the PBAM representation can support analysis models involving lumped
parameter systems since it can handle boundary value problems with bounded media;

therefore, OBJECTIVE 24 (Discipline) has been met.

lu 3 G ! D' . n
This section discusses points about the PBAM representation that are more global in

nature than the preceding objectives. The two sections after this one discuss other such

points in detail.

1. The case studies described in Chapter 9 involve geometry that is relatively simple and
can be parameterized. This limitation has been necessitated primarily by limited
prototype capabilities which transform a general purpose analytical system into a FEA
input file (capabilities which are not the focus of this thesis). Similarly, the information
exchanges between subsystems have been single discrete values (versus a time- or
space-varying field of discrete or continuous values).

It is felt that the main impact increased geometric complexity will have is the

need for more complex product-analysis and analysis-analysis transformations. The
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current PBAM structure can already support such new transformations since it would
represent them in the same way as any other relation. However, it is acknowledged
that other unforeseen factors may impact the PBAM representation in this respect.
unknown.

. Analysis model descriptions may be difficult to piece together and typically may not
contain all the information required to develop PBAMs. For example, the paper by
Lau, et al. [1986] did not include the length of the PWB section, the initial load step,
or convergence criteria (not that such detail should be included). When it does exist,
analysis model documentation typically suffers from a lack of product-analysis
transformation intent. These situations may make it difficult to reproduce an analysis
model exactly, but an experienced analyst can probably fill in the gaps to a sufficient
degree.

"Routine analysis models" may not be easy to identify for newer disciplines such as
PWA thermomechanical analysis. In fact, many analysis models that can be found in
the literature may not have been originally intended to support product design directly.
Simply defining the term "routine analysis model" spurs the notion that such models
should exist (and they often do in mature product domains). Therefore, the existence
of an analysis model representation like PBAMs could provide a tangible target for
engineering analysts to aim at when developing new analysis models to support
product design.

. Similarly, the need for routine analysis models can direct further research and
development to fill in gaps that may exist. As seen in Section 9.2 with respect to
determining solder joint strain, existing analysis models may not consider some
analysis variations or product variations of interest (¢.g., components with epoxy dots

or conformal coating). Thus, the case studies illustrate how the search for "routine"
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analysis models can help identify areas requiring further analysis model development
(which potentially could be added to the PBAM representing that analysis model when
the analysis model extensions are mature). Once an existing routine analysis model has

been identified or a new one has been developed, PBAMs can help maximize the use

of that model during product design.

10.4_Potential S f Di .

This section identifies possible reasons 1) why different PBAMs might be developed

inadvertently to represent the same analysis model, and 2) why results from non-PBAM

implementations of an analysis model might vary from those of a PBAM implementation.

Reasons 1 and 2 cause discrepancies in the PBAM structure that represents an analysis

model. Reasons 3 and 4 cause implementation and test differences.

1.

2.

Incomplete analysis model description. All of the relations may not be defined in the
analysis model description from which the PBAM is developed. For example, the
Plane Strain Model was missing some load step information, as discussed in the previous
section. Publications should not necessarily include all such details, but should include
at least enough to allow duplication of results within acceptable engineering tolerance.

Different analytical building blocks and different PBAM design style. Local libraries
of such entities could differ and, thus, cause a different PBAM master view to result.
Similarly, as is also true of finite element model development, two different engineers
could develop different PBAMs for the same analysis model. At present it is unclear
what kind of problems this lack of uniqueness would cause, if any. Section 10.6

discusses how constraint graph theory might offer some help here.
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3. Different software tools and hardware platforms. If different design and analysis tools
are used, then it is unlikely the results will be exactly the same in the case of numerical
methods-based solutions. Round-off errors and differing precision will cause
differences that are beyond the control of the PBAM representation (which are
hopefully negligible).

Furthermore, CAE/CAD tools can have different feature sets (related to #2
above). An example of this case occurred in the Plane Strain Model where a 10-noded
element used by Lau, et al. is not in the standard ANSYS element library.

4. Erroneous and/or Missing Datasets. Mistakes can be present published analysis model
descriptions, and some details can get left out. Related to Issue 1, this issue
emphasizes the fact that PBAMs can only be as good as the information they are

developed from and tested with.

B T i raph Theor
As mentioned briefly in Chapter 5, constraint graphs have a good theoretical foundation
which is based on general graph theory. Because ABBs and PBAMs draw upon
constraint graphs, this theoretical basis potentially can benefit the ABB and PBAM

representations. A few possible benefits are highlighted here.

1. Constraint Solvers and Graph Algorithms

One immediate help for PBAMs with constraint-based implementations would be
constraint solvers that can handle a wider variety of constraint graphs. A review of
available solvers by Freeman-Benson, et al. [1990] is available. Freeman-Benson and

Wilson [1990] also discuss DeltaStar, a kind of constraint solver switch that sits above flat
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constraint solvers such as DeltaBlue to determine the best solver for the constraint graph
at hand.

With respect to graphs in general, Cormen, et al., cover a wide variety of existing
graph algorithms and note that there are "hundreds of interesting computational problems

defined in terms of graphs" [1990, p. 463].

2. Computational Complexity Estimation

Related to the previous topic, constraint graph theory can be used to determine how costly
a given constraint graph algorithm is in terms of run time. For example, Maloney has
proven that the run time of the DeltaBlue algorithm varies linearly with the number of
constraints in acyclic constraint graphs [1991]. He also has shown that graphs with cycles
cause the algorithm to be NP-completel. Therefore, such graphs quickly require too
much run time as the size of the problem increases (e.g., as the number of constraints in

the graph increases).

3. PBAM Equivalence
The concept of graph isomorphism [Cormen, et al., 1990, p. 88] could prove useful in
determining if two PBAMs developed by different people are essentially the same.

Also, such concepts possibly could help synthesize a PBAM given a set of existing
ABBs and PBAM:s and the extended constraint graph, G, of the desired analysis model.
The "strongly connected components” algorithm described by Cormen, et al. [p. 489]

might be used to identify potential subsystem subgraphs in G. After that, one could

1 NP stands for "nondeterministic polynomial time." To date no NP-complete problem is known to have
polynomial runtime [Cormen, et al., 1990, p. 927]. In other words, NP-complete problems are thought
to have run times that always vary at a rate which is greater than polynomial (e.g., exponential).
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potentially identify existing ABBs/PBAMs that could serve as these subsystems by
checking for ABBs/PBAMs that are isomorphic with these subgraphs.

4. Automated Generation of I/O Tables

Cormen, et al. describe several graph search algorithms that can be used to determine
every vertex in a graph, G, that is reachable from a specific vertex, s. For example,
breadth first search [p. 469] can be used also to find the shortest path between s and each
reachable vertex.

Thus, I/O tables potentially can be generated automatically by considering the
desired output, O, of the ABB/PBAM to be the specified vertex, s, in the corresponding
extended constraint graph. Whether or not such algorithms can categorize the reachable
variables  (vertices) into the appropriate I/O category (I, I', m, a) has not been

investigated.

In summary, this subsection gives at least a hint of the possible benefits that graph theory,
in general, and constraint graph theory, in particular, can offer to the ABB/PBAM

representation.

10,6 Implications for STEP
This section discusses how PBAMs might fit into the bigger picture addressed by STEP
concerning product modeling to support the full product life cycle.

The current STEP parts for representing analysis-oriented information (e.g., Part
45 Materials and Part 103 Finite Element Analysis) are not enough to represent analysis
models to the degree dictated by the Objectives in Chapter 4. In particular, no linkages

between design-oriented product models and analysis models are apparent, and solution
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techniques other than FEA have not been addressed yet. Also, a schema for FEA pre-
processor input information has not been addressed. (Such a schema would represent
information like an analytical system plus solution method parameters, symmetry
considerations, etc. - information that is more or less contained in an Ansys Prep7 file). In
the opinion of the author of this thesis, the reason for these gaps is that intermediate
analysis model representations are needed (like PBAMs) to fill the gaps due to the
heterogeneous schema integration issue identified in Chapter 2.

Therefore, a direction is suggested in Table 10.5 regarding how the ABB and
PBAM representations might help STEP in regards to the above gaps. Items labeled New
are potential libraries of analysis entities that could developed in STEP schemas by experts
within the indicated field of engineering. As shown earlier in Appendix F a preliminary
taxonomy of mechanical engineering analysis models has been developed in this research
which can serve as a framework for developing these Parts. Finally, an application
protocol in STEP that could result from application of this research is the "Exchange of

Analysis Models" between CAE tools.
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Another note is that detailed product models are needed to support analysis. The
degree of detail in the product model is the limiting factor on how complex a PBAM can
be for that product.

Similarly, there is an information shortage in current CAD/CAE tools as
highlighted by the limited interface established with Mentor Graphics in this research.
Much of the information needed to perform general thermomechanical analyses is not
available from such PWA CAD tools, including:

e Environmental and operating conditions experienced during manufacturing and
customer usage. These are generally needed to determine the loads and
temperatures.

o Relations to the parent assembly. This also is needed to determine the loads and

temperatures as well as boundary conditions.

Table 10.5 Potential Libraries of Analysis Entities within STEP

Part Title
STEP Integrated Resources
Generic Resources

41 Fundamentals of Product Description & Support

45 Materials

New Fundamentals of Product Analysis
(generic ABB & PBAM structures, analytical primitives, etc.)

Application Resources

103 Electrical Applications

104 Finite Element Analysis

105 Kinematics

New Mechanics of Deformable Bodies
(discipline-specific analytical primitives, etc.)

New Heat Transfer, etc.

STEP Application Protocols
204 Exchange of Boundary Representation Solid Models
New Exchange of Analysis Models etc.

247



o PWB layup - materials, orientation, thicknesses, tolerances.
e Detailed geometry, assembly, and materials of electrical components (which often
are not even in the vendor catalog).
As this information is not typically captured by present CAD tools, it must be added to the
product model externally.
These latter two points indicate that the product models being developed in STEP
will need to be quite detailed if they are to be used for engineering analysis purposes. One
can expect that it may not be practical to all the entities to support such analysis needs.

Therefore, the ability to use STEP entities to construct "standards” that are specific to the

needs of a company or project may prove necessary.

10.7 Summary

This section compared the PBAM representation against the objectives for analysis model
representations defined in Chapter 4. The degree that each objective is met was discussed
with reference to the ABB/PBAM structure and operations defined in Chapter 5 and 6, as
well as to specific examples from the case studies.

General discussion on the strengths and weaknesses of the PBAM representation
was also included. Possible causes of discrepancies in PBAM representations of the same
analysis model were noted, as well as in different implementations of the same PBAM.
Finally, implications to the STEP project and potential benefits from constraint graph

theory were described.
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PART IV CLOSING REMARKS
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CHAPTER 11

RECOMMENDED EXTENSIONS

Of making many books there is no end,
And much study wearies the body.
Ecclesiastes 12:12 [NIV]

The most obvious extensions to this research would be those identified as limitations,

issues, and unfulfilled objectives (e.g., in Chapters 9 and 10). These include the following:

1. General support of global/local model interaction, including exchange of 2D and 3D
boundary conditions and associated operators (Section 9.7).

2. Support for postdefined compositional topology (Section 9.7)

3. Development of general ABB operations and associated algorithms; preliminary results
towards this goal were given in Chapter 5.

4. Investigation of other constraint solving algorithms for increased 1/O flexibility (e.g.,
for handling graphs requiring simultaneous equation solution) (Sections 9.6 and 10.5).

5. Investigation of constraint graph theory to realize some of the potential benefits
discussed previously (Section 10.5).

6. Development and implementation of PBAMs to represent a wider variety of analysis
models. This extension can help both identify other needed constructs (as the warpage
case study helped identify postdefined compositional topology) and improve PBAM
Development and Implementation Guidelines (Chapters 7 and 8) by providing a

broader experience base.
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10.

11.

12.

Development of general product-analysis transformations (modeling idealizations and
design operations) (OBJECTIVE 3 in Chapter 10).

Automated selection of a PBAM and its options. (OBJECTIVE 2 in Chapter 10)

Ideally there would be some object or expert system sitting above PBAMs that is able
to select the correct PBAM for a given analysis situation. Currently, the user must
perform such a selection. Similarly, the flexibility afforded by supporting options in
PBAMs raises the issue of how one decides which options are appropriate for a given
analysis need. These two issues are related to the limitations and assumptions of the
analysis model itself which are beyond the scope of the current PBAM representation.
Inclusion of analysis model assumptions and limitations.

This extension is felt to be a rather extensive one, but a necessary one to enable
automated PBAM selection, as mentioned in the previous point.

Development of more complete and capable general purpose analytical building
blocks. Such ABBs should be able to shift automatically between different behavior
regimes (OBJECTIVE 25), and should include automatic checking of their results.
Furthermore, the could be better used to wrap existing solution techniques such as
more powerful automatic mesh generation for FEA.

Method to combine the results from several analysis models of the same problem (e.g.,
analysis models of varying complexity - OBJECTIVE 5) in order to produce a better
final results based on all their inputs.

Definition of metrics to compare PBAMs of two different models (e.g., number and

type of variables and relations each has).

Less research-oriented extensions would include the following:

¢ Graphical tools to create and use PBAMs.
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One can visualize a computer-based constraint schematic / constraint graph editor /
viewer (much like an electrical schematic capture tool) that would allow one to
click on a subsystem and see its internal relations, swap between schematic and
graph views, etc. Such a tool could prove useful in developing PBAMs and in
using them (by allowing one to explore an analysis model interactively).

Libraries of PBAMs for specific industries.

Other more long-term PBAM extensions could include the following:

Determine Analysis "Cost" and Accuracy.
Manage Multiple Versions of Analysis Results.
Automate Variant Analysis.

Automate Original Analysis.

Include Qualitative Behavior.
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CHAPTER 12

SUMMARY AND CONCLUSIONS

Is there anything of which one can say,
"Look! This is something new"? ...
Ecclesiastes 1:10 [NIV]

This research has produced a new representation of engineering analysis models, termed
product model-based analytical models (PBAMs), that links product models with analysis
models to enable rapid, flexible routine analysis. This structured representation automates
the instantiation, execution, interaction, and, to some degree, the results feedback of a
variety of routine analysis models. New characteristics of this representation include the

following:

o Linkage between product models and analysis models.

» Representation of multiple analysis models of varying complexity.

o Options allowing seamless variations of analysis model behavior.

e Uniform treatment of analysis models with exact solutions (e.g., formula-based
analysis models) and numerically approximate solutions (e.g., finite element

solutions).

PBAMs are the first known blending of object and constraint representations for the
purpose of representing engineering analysis models. Because of its foundation on these
well-developed areas of artificial intelligence, the PBAM representation inherits the

following characteristics:
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e Modularity and flexibility.
e More intuitive representation of engineering analysis concepts.
o Declarative representation of relations.

e Multiple input/output alternatives.

Chapter 5 defined the analytical building block (ABB) representation and gave an initial
set of general purpose ABBs that can be used potentially in many different product
applications. Then the PBAM representation was defined in Chapter 6 as a specialization
of the ABB representation which distinguishes how product information is linked with an
analysis model. The following views of the ABB and PBAM representations were defined

in those same chapters:

o ABB Structure / PBAM Structure ¢ Extended Constraint Graphs
e Constraint Schematic e I/O Tables

e Object Relationship Diagram  Instance Views

o Subsystems

All but the last view are structural views in that they capture the information that describes
the structure of a particular analysis model. The ABB/PBAM structure is the master view
of an ABB/PBAM from which all other structural views are derivable. The other
structural views each communicate different aspects of the ABB/PBAM structure to
increase human comprehension and to aide the development, implementation, and use of
ABBs and PBAMs.

The last view, the instance view, is an operational view that shows the usage of a
particular instance of a specific type of ABB or PBAM. Thus, besides the defined
structure evident in the structural views, the ABB and PBAM representations also have
defined operations that have been discussed in preliminary form in this thesis. Chapters 7
and 8 provide preliminary guidelines on PBAM development and implementation,

respectively, that utilize the above views.
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PBAMs were developed and implemented in Chapter 9 to represent case study
solder joint fatigue analysis models. PBAM representations of such analysis models from
the literature with both formula-based and finite element-based solutions were
demonstrated. Chapter 10 evaluated the PBAM representation and how it performed in
these case studies against the objectives initially set forth in Chapter 4. This evaluation
showed that the PBAM representation accomplishes many of those objectives - some of
which are summarized in the characteristics listed towards the beginning of this chapter.

Tough problems for the PBAM representation were also identified in Chapter 10,
including representation of analysis models with postdefined compositional topology (as
highlighted by the PWA warpage case study), and limited I/O alternatives (limited by the
present capabilities of analysis model solution tools and general purpose constraint
solvers).

Finally, recommended extensions were given, including the inclusion of analysis
model assumptions and limitations into the PBAM representation, the automated selection
of PBAM s and associated options, and the development of a larger set of general purpose
ABB:s.

Th if 1
In the end, it is hoped that the PBAM representation eventually proves to be useful in day-
to-day engineering practice. The discussion in Chapters 9 and 10, and the recommended
extensions in Chapter 11 indicate that more research and development needs to occur to
progress towards this end. It is with this long term vision in mind that this summary of the
ultimate intended customers of this research is given. At the same time, the following
summary serves as a review of how PBAMs can be developed, implemented, and used.

The first-level envisioned customers of this research are CAD/CAE tool vendors,

who could apply these concepts to provide greater design and analysis integration to their
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customers. Existing design and analysis tools should support greater interoperability to fit
within CAD/E frameworks, in general, and provide seamless design and analysis using
PBAMs, in particular. CAD vendors should extend their tools to capture the more
detailed product information that is required by analysis. CAE vendors should add the
general purpose analytical building block (ABB) layer to their products in order to provide
flexibility and a more general representation of analysis models. Somewhere in between
CAD and CAE is the possibility for vendors to write totally new products that enable the
creation of new PBAMs, and to develop of libraries of PBAMs for specific industries.

The intended second-level beneficiaries of this research are engineering analysts
who support product design. After they have developed new analysis models and have
proven them with the help of experimentalists, analysts could develop PBAMs that
represent their new analysis models to document them precisely. This documentation
would be embodied in the PBAM views defined in Chapter 6. Then, to maximize the
usefulness of their analysis models, analysts could implement the resulting PBAMs into
CAD/E frameworks (using the new vendor tools described above) and transfer them to
design engineers for routine use during product design.

The final envisioned PBAM end-users are the product designers themselves. It is
their job and the author's previous experience as a product designer that has motivated
much of this research. First, they could use the PBAM documentation developed by the
engineering analyst to understand an analysis model and what product data it impacts.
Finally, they could use the implemented PBAMs to perform analysis with more frequency
and less tedium than is now possible. This new capability for rapid, flexible analysis is
intended to enable more detailed, consistent evaluation of more design alternatives. Thus,
the bottom-line objectives of the PBAM representation are to design products better and

to design better products.
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APPENDIX A

BACKGROUND MATERIAL

Highlights of object-oriented concepts are given here using Smalltalk terminology as
adapted from LaLonde and Pugh [1990] and Friedman [1991]. Synonyms for each
concept are included in brackets. Figures A.1 and A.2 illustrate some of these concepts

with a simple example using the ISO EXPRESS-G notation described in the next section.

Object Class: Part Subclasses: PWA, Resistor, ...
Attributes: part number, version, designer, ...
class: PWA Methods: weight, total cost, ...
okd: a196157834d Instances:
part number: 95235
jon: PN67450
::r:'gmr:z Person . PNGS235 PNG5235 PNe4351
name: 'John'
bor* PN45280 ( )
title: ‘Enginee b PNZ3231 O O PNU5235 O
1_PNes23s PN86T15 PN@5435 PN4654

Figure A.1 Example of Object and Class Concepts

attribute [variable]: Attributes are the distinguishing characteristics that help define
one type of object from another.

object [entity instance, instance]: An object is an extension of an abstract data type in
that it encapsulates private data, which are the values of its attributes, but also has an
associated behavior. The kind of attributes (instance variables) and the methods
(functions an object can perform, i.e., its behavior) that an object has are determined by
what kind of object it is, i.e., the class it belongs to. A message sent {0 an object must

refer to a method that the object can understand. A message may require that an object
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act upon itself to change its state, or that it act upon other objects by further message
passing.

In the example of Figure A.1 an object is shown which is an instance of a Part.
(the names of classes of objects are capitalized in Narrow Helvetica type). The values of its
attributes can themselves be other objects (e.g., a Person object). An object identifier
(OID) is usually automatically generated to make each instance of Part unique because two
distinct instances could conceivably have the exact same attribute values. The method
named weight in the class description would calculate the weight of the part based on its

geometry and material(s).

clﬁss [type, entity, entity type]: A class is the template that defines which attributes an
object has and which methods an object can understand. An object is an instance of a
class (i.e., a unique member of the class). Objects are instantiated (i.e., created) by their
class. Objects that are members of the same class differ only by the value of their object
identifier and possibly by the local values of their instance variables (i.e., their private

data). A class has a name, instance variables, class variables, and a set of methods.

class attribute [class variable]: An attribute is a class variable if the definition of the
class includes a value for that attribute. In other words, each instance of the class uses the

same value for this attribute.

methods [functions]: A method is a procedure defined as part of the class description.
The methods of a class specify how its objects will behave in response to any particular
message. When an object receives a message, the object takes the method header in the

message and looks for the code contained in its class description to see how to respond.
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messages [function calls]: The message is the basic control structure in object-oriented
programming. It is the means by which one may communicate to an object and by which
objects communicate to each other. A message is like a function call that is sent to an
object. A message consists of a receiver (the object being sent the message), a selector
(the method name), and optionally one or more arguments (other objects) to pass to the
method. Below is a possible message for the example given in Figure A.1. Here pwal is
the receiver which is an instance of the PWB class, partNumber: is the selector, and
123456 is the argument which is a member of the Integer class. This message would
assign the argument to the object's partNumber instance variable, assuming the method

partNumber : were so defined.

pwal partNumber: 123456.

class hierarchy: The class hierarchy organizes object classes by the is-a relationship.
"B is-a A" means that B is a special case of A (B is a subclass [subtype] of A) and that A
is a general case of (A is a superclass [supertype of B]). In other terms, a superclass is a
generalization of its subclasses, and a subclass is a specialization of its superclass. In
Figure A.2 Part is a superclass, and PWB, PWA, and Electrical Component are its subclasses.
A class passes down its instance variables and method definitions to its subclasses as
defined by the class hierarchy. The root class provides the necessary structure for all

classes.

inheritance: A subclass inherits the instance variables and methods of its superclass. If
the superclass itself has superclasses, the subclass inherits the characteristics of those
classes as well. A subclass may redefine any of the characteristics for its own purposes.

By enabling the re-use of methods by many subclasses, high level intent and derivation can
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STEP EXPRESS-G Notation I

E tityA attribute 1 Entity B

n tiribute 2 -

aSI["1:|:|?]e(a set) Entity C g 6
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I(a subclass) " 150 103011] Resistor | |Capacitor

Figure A.2 Example Class Hierarchy

be captured. Inheritance also typically lessens development effort redundancy and
simplifies application debugging and maintenance. Multiple inheritance occurs when a

class is a subclass of two or more classes.

Polymorphism: When the same message is sent to different kinds of objects, each object
can respond in kind because it potentially has its own specialized method as defined by its
class. In traditional languages this is called operation overloading and must be
implemented by extensive checking of data types. In object-oriented programming this
type checking can be performed automatically as an integral function of the system. Thus,
the message ¢ * d will call the method named "*" from the class that ¢ is a member of.
Therefore, the same message "*" could be used to multiply two numbers, two matrices

(assuming consistent sizes), or a matrix and a number.
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A.2 EXPRESS-G Notation
EXPRESS-G is a graphical notation of the information modeling language EXPRESS,
which is an ISO standard [ISO 10303-11] that is one Part of STEP. The quasi object
orientation of EXPRESS and its standardization make it an attractive alternative to other
data modeling notations such as IDEF1x. Below is a summary of a subset of the
EXPRESS-G notation used in this document (Figure A.3) which has been adapted from a
draft of the EXPRESS language standard [ISO 10303-11]. A simple example is given in
the preceding section (Figure A.2). The extension made by the authors to indicate class

variables (using capitalized attribute names, a Smalltalk convention) is also given.

A A is an entity (class).
Instances of A are objects.
A II A is a base type (primitive).

A —g—o B A has two attributes, ¢ and d,
that are both of type B.

A has an attribute, d, that is
A 5511—510 B a Set of 1 or more entities of type B.

A .

A is a superclass of B and C.

e (B and C are subclasses of A.)

B Cc
Unoficial C

d B .
A __OF A has a class attribute, F, of type C
c whose value is common to all instances of A.

Figure A.3 Basic EXPRESS-G Notation with Extensions
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IDEF, ion
IDEF [1981; Bravoco and Yadav, 1985] is a methodology for representing process
models which has been used here to model analysis processes. Figure A.4 illustrates the
basic elements of an the notation with informal extensions by C-Y. Wang and the author
of this thesis. The rectangular box represents a process step with information inputs on
the left and information outputs on the right. Below the box is the name of the agent
(which can be a human, an organization, or a computer-based tool) that performs the
process step. The rounded box represents information outputs/inputs of/to the
preceding/proceeding process step in a given state. The device which contains the
information and the format of containment is indicated. The container might be a database

and the format might be a standard format such as STEP.

Information Path

Container

Process
Inputs ™|  Step Outputs

Agent Container Format

Figure A.4 Extended IDEF; Notation

With this extended notation, the process model can mapped directly into an object-
oriented implementation. The agent for a given box becomes an object that can perform
the process step. The process step is captured as a method of the agent, and information
inputs and outputs are objects. The decomposition of each process step in IDEF also can
be captured by having each method call upon the lower level agents in the decomposition
to perform subtasks to accomplish the overall task. At the point when only one object is
passed as input into a process step, the input object itself becomes the agent who calls its

own method to perform that process step.
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APPENDIX B

SOLDER JOINT FATIGUE ANALYSIS MODEL DESCRIPTIONS

This appendix contains two of the papers which describe the analysis models used in the
case studies of this research. They have been included since such papers are one common
type of analysis model description; therefore, they are representative inputs to the general
development process that creates PBAMs of routine analysis models (see Chapter 7,
Preliminary PBAM Development Guidelines). For the case studies performed in this

thesis, the papers describe solder joint fatigue analysis models.

Engelmaier, W., 1983, "Fatigue Life of Leadless Chip Carrier Solder Joints During Power
Cycling," IEEE Trans. on Components, Hybrids, and Manufacturing Technology, Vol
CHMT-6, No. 3, Sept. 1983, pp 232-237.

Lau, J. H., Rice, D. W., Avery, P. A., 1986, "Nonlinear Analysis of Surface Mount Solder
Joint Fatigue," Proc. IEEE CHMT Intl. Electronic Mfg. Technology Symposium, San
Francisco CA, Sept. 15-17, 1986, pp 173-184.

Permission to reprint these papers have been gratefully received from the publisher.
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Fatigue Life of Leadless Chip Carrier Solder Joints During
Power Cycling

WERNER ENGELMAIER
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“M—MMMWHW'M”M“I-
mates 10 first arder of the sumber of either power or envirsamental
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such as solder joint height, ceramic chip carrier (CCC) slze, printed
elreult substrate (PCS) material, etc. are investigated and discussed
and sample estimates for a 0.65 x 0.65-in CCC are given.

INTRODUCTION

PAST EFFORTS to test the attachment reliability of
leadless ceramic chip carriers (CCC's) mounted on printed
circuit substrates (PCS's) have been carried out almost ex-
clusively by temperature cycling in environmental chambers
rather than by power cycling (power on/off with or without
ambicnt temperature cycling) simulating actual operating
cycies. This has led to an emphasis on matching the coefTicient
of linear thermal expansion a of the PCS to the coefficient of
the CCC [1]-{7]. Matching thermal expansion coefficients, of
course, assures meeting MIL-specification requirements which
prescribe temperature cycling from -55 to +125°C. These
temperature extremes, which can cause behavior in some of
the constituent materials which is nonrepresentative of normal
operating conditions, might be meaningful for military applica-
tions but can lead to misleading or wrong conclusions for
applications where cycling stresses are not imposed by such
temperature extremes but by power cycling and/or smaller
ambient temperature variations [8]-[10}. Furthermore
temperature cycling can produce neither the temperature
gradicnts, which can lead to cyclic warpage [9]-[12] , nor the

transient conditions [8]-[10) resulting from power cycling -

and which can lead to increased cyclic strains on the solder
joints. Power cycling has the potential, at least in consumer
applications, of being 2 considerably more severe reliability
problem than the environmental temperature variations, be-

cause power cycling can occur more frequently. In consumer

applications, large numbers of power cycles (~1000/year) are
not unlikely. - "

SOLDER JOINT RELIABILITY PROBLEMS

In power cycling, as in environmental temperature cycling,
the reliability concern arises from the cyclic strains on the
solder joints between CCC’s and the substrates to which they
are attached. These cyclic strains result in cumulative cyclic
fatigue damage leading to solder joint fatigue failure. The

This paper was published in the Proceedings of the Technical Pro-
gram of the 2nd Annual International Electronics Packaging Society
Conference, San Diego, CA, November 15-17, 1982.

The author is with Bell Laboratories, Whippany Road, Whippany,
NJ 07981. ' '

cyclic strains consist of a number of strain components: 1)
strains from in-plane steady-state expansion mismatch, 2)
strains from in-plane transient expansion mismatch, 3) strains
from warpage due to_expansion mismatch, and 4) struing
from warpage duc to power cycling temperature gradi. (s,
The steady-state in-plane shear strains can be readily dvier-
mined analytically from the geometric and thermal design and
the materials involved and is the primary strain component
addressed here. The other strain components are not readily
determined, either analytically or experimentally. An attempt
has been made in [8] to give a worst case estimate of the trap-
sient strains for a hypothetical operating scenario. Work has
tecently been reported which addresses the strains on the
solder joints caused by cyclic warpage {10)-{12]}. In pertic-
ular [12] gives an extensive discussion of the deformz :ns
and strains resulting from both environmental temperature and
power cycling. While other than in-planc steady-state strains
can be significant [8)-[12], indications are that the in-plane
steady-state strains are of primary importance for the relia-
bility in use conditions that invoive only moderate tempens-
ture extremes. Limited temperature and power cycling results
have shown that an analysis based solely on the in-plane
steady-state thermal expansion mismatch is likely to underesti-
mate the “effective strain” on the solder joints by abou: 25
percent.

The in-plane steady-state thermal expansion mismatch
A(aAT)ss is from [8]:

AaAT)gs = ac(Te ~ To) ~ as(Ts - 7o) m
= (a¢ - as) * (Tc - To) + as(Tc - Ts),
Ty ) - - 7 T,
where e T ("«;\‘Ta." T.,-'ﬁ} “ m (T T
T ey Wy men e

ac,as  cocfficients of linear thermal expansion for ( cc

and substrate, respectively,
Te.Ts temperatures of CCC and substrate (beneath CCC):
respectively,

T, power off, steady-state temperature.

During unpowered environmental temperature variations and
temperature cycling in an oven T = Ts and (1) becomes
A(aAT)gs = (ac —as)* (Tc = To) =1, O

(RS

and A(aAT)gg varies directly with A, However during powe!

cycling, Tc # T and matching the thermal expansion coeffi-

coefficient, i.£+

cient of the substrate to the CCC material

* 0148-6411/83/0900-0232801.00
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= o does not_eliminate the’ g,g(Tc - T,g) term in (1).-

even when the thermal expansion coefficients for CCC’s
PCS's are matched, a thermal expansion mismatch exists
ging power cycling and is '

Ts).

the CCC and the substrate can be closely thermally

to obtain T s T, only tailoring ag such that the

expansions of CCC and substrate match will eliminate
¥eaT)gs. From (1) it follows that

(TC o)
Ts-T,)

gaece:sary to eliminate A(aAT)gs. It has to'be noted, how-
e, that A(aAT) during the _gg\xcx_upjnd_powcr .down tran-
sents cannot be eliminated even if the steady-state A(aAT)ss
5 er0, since the temperature transients of CCC and sub-
sente arg different in the absence of perfect thermal coupling.

Thermal cycling is an unsuitable test for assessing the power
acde reliability of a design, because during oven cycling the
wm ag(Tc — Ts) is forced to zero and the differences in the
upansin coefficients (as — ag < 3 ppm/°C) in designs with
the exjansion coefficients tailored for power cycling are too
mall to give appreciable expansion mismatches during oven
" ycling. Furthermore, cycling with power dissipation results
wt only in a temperature difference between chip carriers and
wbstrate, but also in a temperature gradient through the
‘wbetrate. These temperature differences can result in cyclic
sbstrate warpage which cannot be simulated by temperature
cycling (9]-[12]. Thus power cycling reliability has to be
sidressed with power cycling tests, which simulate as closely
8 posiible actual operational conditions, in combination with
malyti. sl evaluations. Thus the effects of the various strain
tomponents are included and some degree of valid test ac-
celeration can be obtained.

TLTT_j

MoaT)ss =as(Te - 3)

[Th ac A( d‘fg ‘/‘*’or'ja (4)

POWER CYCLE LIFE ESTIMATE METHODOLOGY

In order to obtain estimates of the number of functional
Power cycles a given design package can sustain before solder
it failures ‘can be expected, it is necessary to determine
e cvolic strains acting on the solder joints and to have a
Matic:_irip_between. the_cyclic strains and cyclic lives of the
older used. A methodology to determine the shear strains

in-plane expansion mismatches has been presented in

betail in !ﬂ It should be noted that 2 methodology that

xcludes possibly signficiant strain sources will yield optimis-
that have to be regarded as upper limits.

The primary cyclic strain component, as indicated in the
Pevious section, results from the in-plane steady-state expan-
%on mismatch between CCC and PCS given in (1). The in-

ation necessary for (1) is directly available from the
therr: ., : design information. Table 1 gives the effective steady-

date lemperatures for a ceramic chip carrier, 650 mils guar .
ting 1.25 W with the Jocal ambient aif at 65°C and

30 fi/min, on PCS's constructed of different materials to-

Bther with the temperatures of these substrates. 4 o
AN

EFFECTIV E STEADY-ST-ATE OPERATING TEMPERATURE! OF

CHIP CARRIERS AND SUBSTRATES
CCCon T °C) Ts(*°C)
Epoxy/Glass PCS L T . B
Ceramic PCS 86 |
To = 20°C
TABLE Il
THERMAL EXPANSION COEFFICIENTS USED FOR TABLE III
Material a [ppm/°C}
Epoxy/Glass 15.0
Tailored Expansion 75
Ceramic ( 5un.int oo d CC) 6.7
TABLE 11T
STEADY STATP. CHIP CARRIER-SUBSTRATE DIFFERENTIAL
EXPANSION
Substrate A(ad Tgs (ppm}
Epoxy/Glass o e
Ceramic -54 - ‘
Tailored Expansion 0

From the temperatures in Table 1, the coefficients of ther-
mal expansion in Table 11, a power-off temperature T, = 20°C
and (1), the steady-state thermal expansion mismatches given
in Table 111 can be calculated.

During steady-state operation, the differential expansion
puts CCC's on epoxy/glass PCS's in tension, whereas a ceramic
CC on a ceramic PCS is in compression. The tailored expansion
PCS's have an expansion coefficient which satisfies (4) and
thus during steady-state operation no expansion mismatch
exists between CCC and PCS.

In order to determine the full cyclic strain history, it is
necessary to consider the power-up and power-down tran-
sients. A power cycle consists of a heat-up transient from
T, = 20°C to steady-state operation in about 6 min, a steady-®
state opcrauon dwell of several hours, a cool-down transient '
to T, = 20°C taking about 30 min, and an off-period of

hours. These durations are important since for low.~
melting materials, stress relaxation which is time and tem.
" perature dependent is a major factor in the fatigue damage
occurring during each cycle [13]-{20]. As indicated carlier,
the transients are not readily determined. To illustzate the
possible consequences of the transient strains, estimates of the
full cyclic gemperature histories for the steady-state conditions
shown in Table I were made in (8] and are shown in Fig. 1.

Cyclic differential expansion histories (see Fig. 2) are
obtained from the difference between the cyclic expansion
histories of CCC's and PCS's which result from combisifig
the cyclic temperature histories and the thermal expansion
coefficients shown in Table II. Fig. 2 further illustrates the
possibility of a significant expansion mismatch resulting
during the heat-up and cool-down transients. The maximum
expansion differential experienced is the sum of the ampli-
tudes of the expansion differsntial extremes during a cycle.
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Neglecting both warpage and transient strains and assum-
ing an ideal joint geometry giving an uniform strain distribu-
tion as well as the absence of brittle regions in the joint due
to solder intermetallics or weak metallization pads on CCC or

PCS, the cyclic shear strain range in a corner solder jomt of
height h, of a square CCC with length L,is

R DR ST I P

4(aAT)gs X 10~* in percent. .. ")

h= 10 my,

VZh

ay= &)

b g P 2

The assumptions and conditions for (5) are sumewhat Telated

and all nonconservative. As the result of noncompliance with
any of these assumptions, failures typically occur close to the
bonded surfaces rather than in the center of the solder joint.
Intermetallic compounds, such as CugSng, CusSn, and AuSn,,
can form rather brittle zones close to the interface areas which
are more susceptible to fatigue failure [21], [22]. The joint
geometry upon which the present analysis is based is a cylin-
drical joint with fillets at both ends which prevent both strain
concentrations and offset the effects of the intermetallic em-
brittlement. Practical solder joint geometries tend to have
larger cross-sections in the joint centers, thereby subjecting the
joint regions close to the bonded surfaces to higher strains
[23]. Solder joints with larger joint heights will deviste from
pure shear and be subject to both d compressive
steesses particularly at the interfaces due to joint distortions
and substrate warpage [10]-{12]. Solder joints for CCC's

X

BAN CYCLIS-T0-FAR 0N, B,
Fig. 3. Stnain range-fatigue life plots for 63/37 SnPb solder at various
conditions.

with_castellations have much more complex joint geometries
and the extent to which (5) can be used for these joints is not
clear. Cyclic warpage typically occurs in the substrate. unlex
the substrate is stiffened, not only as 3 result of the differen.
tial expansion between chip carrier and substrate, but also
because of the temperature gradient through the substrat.

~ Fatigue data for solder are scarce. The best information was
developed by Wild [18), who mechanically strained solder

-~ joints at three conditions: a) 25°C and 300 cycles per hour,

b) 100°C and 300 cycles per hour, and c) 25°C and four cycles
per hour. The results given in Fig. 3 for eutectic tin-lead solder
show that the number of mean cycles-to-faﬂure for a given
imposed strain range decreases with dccreumj cychc fre-
quency and increasing temperature. Typical o p_g,uw
peratures of the solder joints can be close 10 100°C and the
cyclic frequency of any on/off cycle uould be four crcles
per hour or less. =T

To derive general solder fatigue behavior for the ranges of
temperatures and cyclic frequencies of interest from the
svailable data requires the following assumptions.

1) The effects of the increased temperature and the de-
creased cyclic frequency are lggmhmmll pﬂPO,"
able in the strain range directivn.’

-2) Full stress relaxation takes place within 12 h and cvclic
frequencies of less than less than one cycle pex_d;y do not fusther

decrease cychc life. - & e e 7

Some rationale for assumption 1) can be found in funds
mental fatigue, which shows that fatigue effects, such &
clastic strain and plastic strain, are logarithmically additive.
Attempts have been made in the past [13]-[15], {17} to
parametrically “correct” the Manson-Coffin fatigue-life
relationship [8], [9], [24], for cyclic frequency and tempaes:
ture variations. While this can provide adequate lpprﬂ“
tions for relatively high cyclic frequencies and limited *
tion in strain ranges, the major effect is a change in the fauﬂ'
@Mmmmuctﬂw
coefficient is small (see Fig. 3).

The Manson-Coffin fatigue-life relationship is

Ay = (2¢/) « NpY°

Ao ?

. §in
smdereept te
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of
1 A‘y (1/¢) A"é in rediorg
N,=—} — ’ i 7
NI 2 26,’ ( )
where

'

¢, fatigue ductility coefficient,
; wmean cycles to failure, (V¢
¢ fatigue ductility exponent.

WSk ) )

For eutectic solder the two fatigue parameters in (7) can be
atermined from Fig. 3 by making assumptions about the
comelations between the fatigue ductility exponent and both
the solder joint temperature and the cyclic frequency. Con-
gdering the ranges of the parameters and the appropriate
deha-ior of the exponent within these ranges, a linear tem-

pars. 2 correlation and a Jogarithmic frequency correlation
appear to describe this behavior best. Thus

2¢/ = 0.65 er«uﬁwéz (8)
ad
c=-0442 - 6X 107*Tg + 1.74X 10"2 In(1 + /).
(9)

whe::

7, mean cyclic solder joint temperature, °C,
f  cyclic frequency, 1 < < 1000 cycles/day.

o
Ter gt i;( E»Q,Z];) A peper, 1109

A number of authors have attempted to cither establish ac-
celeration factors to predict field failures from laboratory
msults [10], [15]-[17] or to directly predict fatigue life [8].
[25]. The large scatter in reported fatigue sesults for leadless
chip carriers {25]. resulting from a combination of uncer-
tainties of the thermal expansion coefficients of CCC and
IS inknown joint geometries and cyclic warpages and dif-
feri: ; failure criteria, allows for at least some correlation of
these analyses with experimental results. Most of these analyses
can be improved and refined by the application of parameters
derived from controlled solder fatigue testing {18). Solder
does not_exhibit fatigue behavior similar to other metals. As

ild ) has shown, the fatigue ductility coefficient ¢ for

wider does not fall into the typical range of ~0.5 to -0.7 for-

other metals [24]. Further for the temperature and frequency
nnzes of interest here, the Manson-Coffin plot for solder is
t_gthlf)‘, dominated by plastic deformation and does not have
an: significant elastic strain component as do other metals

,[24] . [26]. The rapid stress relaxation causes elastic strains to
become fully plastic .deformations during the cyclic dwells.
Assumption 2) requires that complete stress relaxation takes
Place in a 12 h time frame. While some studies indicate that as
®uch as SO percent of the stress relaxes almost instantaneously
{16], [19], the remainder can take from minutes to hours
depending on temperature [17], (19], [20); thus 12 h appear
$uficient for complete stress relaxation.

DISCUSSION

.Fig. 4 shows a plot of predicted mean power cycles-to-
failure, obtained from (S) and (7), as a function of solder

b
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Fig. 5. Plot of number of predcted mean powes cyclevto-(adure as

function of soldet joint heght and PCS matenal fur in-plane steady-

state ;_n_\! l%tlg__c_n: stains. Suma f
joint height and PCS material for the steady-state diffcrential
expansions given_in Table [l and using (5) and (7). Fig. 4
illustrates dramatically that while matching the expansion
coefficients of PCS and CCC results in significant improvement
in cyclic life as compared to grossly mismatched PCS/CCC
materials, tailored expansion PCS/CCC combinations would
not fail at all if in-plane steady-state strains were the only
source for cyclic strains.

Fig. 5 shows a similar plot of predicted mean power cycles-
to-failure which includes an estimate of the effects of strain
components other than steady-state in-plane strains. The maxi-
mum differential expansions used to determine the shear strain
range come from the curves in Fig. 2. except that onﬂl');/SO'p/er-
cent of the transient cxpansion differentials were © suk[id.
since transients have a relatively short duration and are not
likely to produce morec than 50 percent stress relaxation
[16). (19].

A comparison between Figs. 4 and § shows that the second-

ary strains caused by cyclic transients and warpage are likely
to make only small contributions to the overall fatigue for
e by
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grossly mismatched PCS/CCC combinations. Conversely, for
PCS/CCC combinations whose coefficients of expansion are
close to being perfectly tailored for zero steady-state differen-
tial expansion, strains due to cyclic transients and warpage
could be of primary importance. As can be seen from the data
v in Fig. 5, the choice of the substrate material can make 2 more
than an order of magnitude difference in the functional life of
s leadless chip carrier solder joint. The best substrate material

A%
2N is one that has a thermal expansion coefficient tailored to

EEE TRANBACTIONS ON COMPONENTS, HYBRIDS, AND MANUFACTURING TECHNOLOGY, VOL. CHMT-6, NO. 3, SEFTEMEER 193

of cyclic_strain: te in-plane sheyr
strains accounted for in (5).

SUMMARY
An analytical method capable of predicting to first order
the power cycle life expectancies of the solder joints between

a8 leadless chip carrier and the mounting substrate is presented,
This method also permits, again to first order, the correlation

satisfy (4). Thus for an application requiring 1000 po@of fatigue data obtained at different temperatures and cyclic

“onfoff cvcles per year. solder joint failures will occur in less
XQh:m one vear with cpoxy/glass substrates (’h:_lO’_nﬁ).
whereas the functional life on a tailored expansion substrate
is about 15 years. This wilored expansion coefficient has to be
somewhat larger than the CCC expansion coefficient (as —
ac = 0.5 to 3.0 ppm/°C depending on the power dissipated
and the cyclic local ambient temperature change) and can be
achieved for example by epoxy/glass laminates containing ap-
propriate layers of copper-clad Invar 2], [5]. Substrates to
which chip carriers with different power dissipation levels are
attached can of course not be perfectly tailored for all of them
if that were indeed pussible for any of them. In practice it
becomes increasingly more difficult to lower the thermal
expansion coefficient of a laminated substrate much below 8
1o 8.5 ppm’°C and deviations from ‘the expansion coefficient
design value due to Jocalized differences and lay-up tolerances
are common. However from this study it is clear that it is not
necessary to achieve perfect expansion coefficient tailoring
1o obtain significant improvements in power cyclic life.

Of course, substrate choice is not the only parameter that
influences the mounting reliability of leadiess CCC's. Other
parameter choices increasing the expected functional life
are 1) decreasing the ambient temperature variation during
onfofi. 2) increasing the solder joint height, 3) decreasing the
CCC size, and 4) utilization of solder with superior fatigue
properties.

It should be noted that the results in Figs. 4 and 5 imply
that even at very small solder joint heights no significant ther-
mal coupling_between CC and PCS occurs. This of course is
not true in reality and for small solder joint heights (h <5
mils) the curves will deviate from the straight line behavior
shown. It should further be noted that less than ideal joint
geometries as well as brittle intermetallic compounds can lead
to earlier failures and that this analysis assumes that the failure
occurs in the solder joint rather than in the CCC or PCS
materials or metallizations.

Some limited experimental data for both environmental
temperature and power cycling have shown that cyclic life
estimates from (7) are somewhat optimistic. The diffqrences
between the experimental data and the solder life predictions
curve indicates that (5) underestimated the effective experi-
mental strain ranges by 25 percent. The higher effective strains
could be caused by nonideal solder joint geometries and would
indicate a joint geometry factor [9], [25] of about 1.2 to
1.4; however, it is more likely that this difference is caused by
a combination of nonideal joint geomstries and the_presence
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frequencies and the determination of acceleration factors to
predict fatigue behavior in the field from accclerated labora.
tory tests. This method allows the assessment of the effects
on these life expectancies of variations in the important de: 1
parameters. It has been demonstrated that the best power ¢y ...
ing performance is achieved by a ftailoring of the substrute
thermal expansion_coefficient, rather than a_matching ‘;(‘be
substrate and chip carrier coefficients. It has also been shown
that thermal cycling is not a suitable test for assessing the
power cycle reliability of a design, in particular a high relia-
bility design.
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NONLINEAR ANALYSIS OF SURFACE MOUNT SOLDER JOINT FATIGUE

John H. Lau, Donald W. Rice and Phil A. Avery

Hewlett-Packard Company
3000 Hanover Street

Palo Alto,

' Thermal strain in surface mount chip
is studied by the finite
element method using two and three-dimensional

models. Emphasis is placed on the effects of
interconnection 1 on solder joint
fatigue. Nine = different surface mount
assemblies are considered. A simple test

bosrd with 1206 chip resistors has also been
made and subjected to temperature cycling.

INTRODUCTION

Surface mounting components to printed
circuit boards is one of the strongest trends
in electronic packaging. Plated-through holes
on the printed circuit board are used only for
feed-throughs to connect the various layers of

circuitry, not as the component to board
incerconnection.
SMT offers advantages over

conventional plated-through hole technology
from many view points; cost, design,
sanufacturing, and quality. However, as with

gkl-u; One of the most critical issues in
SMT development is the reliability of the
solder since the solder joint is the
only mechanical means of attaching the
component to the printed circuit board.

Although a variety of mechanisms (e.g..
vibration, corrosion, diffusion, mechanical
shock, etc.) may lead to solder joint failure,
the /

1
phenomenon occur when the individual
parts (i.e., surface mounted component, solder
Joinc, and printed circuit board) are
The unequal
thermal expansion of the parts
strains which may

1-15].

stiffness
give rise to stresses and
damage the solder joint.

Reliability of these intsrconnectiocns is
r'.rauy measured by accelerated testing to
ailure, and by application of an analytical
medel to determine the life of the product
under field conditions.

The most common accelerated test adopted

by the electronics industry is the temperature
1ing test which meets the =military
fication MIL-STD-883, method 1011.
method defines a thermal shock and cycling
test which stresses a device by alternately
switching it from a bath of hot liquid to a

sms are thermal stress and’

[ i i i 52 S
e 2)shows the cases under consideration.
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bath of cold liquid, or by placing the device
in a temperature cycled environmental chamber.
This method requires a thermal cycle between
-55 degrees Celsius and +125 degrees Celsius.
Power _functional cycling ([2-6] would be a

better spproach. However, it is difficult,

expensive, and time consuming (6]. In the
T 1% .
appr Wi Q!

The most frequently used analytical model
for determining the fatigue life of a solder
joint is the Jlaw [16,17], Table
1. In this law, all terms are related to the
physical and mechanical properties of bulk
solder and joint, except the strain amplitudes
vhich must be determined by detailed stress
and strain analysis. Finite element methods
will be adopted for the present analysis. The
results will be presented in terms of .
Furthermore, the whole-field deformation of
the assemblies are also provided for a better
understanding of solder joint fatigue.

values have been obtained for the
fatigue life of SMT solder joints under
temperature cycling. The number of
cycles-to-failure varies from less than thirty
to more than a thousand. However, based on
the discussion in (15], this is not
surprising, since SMI solder joint fatigue is
a of solder joint geometry (e.g.,
standoff height, fillet height and shape), pad
size, paste materials, mechanical and physical
properties of bulk solder and joint, surface

mounted - < t, printed circuit board
material/surface conditions, cleaning
technique, testing method, failure
definition/detection, cycling frequency,
temperature range, dwell time at high,
temperature, etc. In the t .

presen
attention is placed on the effects of solder

Experimental investigation of all the
cases shown in Table 2 is very difficult and
time consuning. The length and time scales
involved made computer simulation (e.g.,
finite elenent method) particularly valuable
behavior of solder joints

strain-controlled

board with 1206 chip resistors has been made
and tésted by temperaturs cycling.
W

ANALYSIS
(Figure. 1} shows a surface mounted

assembly. It consists of three major parts:
the surface mounted cewpenent, the printed

CH2295-0/86/0000-0173 $1.00 © 1986 g!l
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cirauit board, snd the ul‘: josn:i“m the
present the cosponsant f
resistor, the printed circuit board is FR-4

/glass, and the solder joint is a
%-m«m solder. Their physical and
mechanical properties are shown in Table 3.
It should De noted that the stiffness of the
resistor is more than
greatar than FR-4 sand solder. It should also
be noted that the thermal coefficients of
1insar 1on of the solder, resistor, and
FR-4 are quite different. This suggests that
in order to have a fundamental understanding
of solder Jjoint fatigue, a detailed
stress/strain _anal 1: of the whole us-nbly
is necessary. [Eigure lete
valent stross-ctrun relation ot the

n Figure oung us
v is the Po!.mn s ratio [19)..) _is the

18],

{ 11:3;31" nctor [20]. o is the yleld
stress yield Tstrain {22), s
is the vncnt stross [23). £ is the

S is the deviatoric

equivalent strain [24]
¢ is the deviatoric

stress tensor [25],
strain ctensor ([26).

It should be emphasized that the
mechanical properties of the SMI materials are
strongly temperature, frequency, rate, and
time dependent as shown in [15). However, for

~the sake of sigplicity and due to the
objective of this study, all the material
properties are assumed to be constant. It is
sssuved also that the whole nsnbly is

rature /chan of
i.e., from -55.0 to +125. 0)

When s surface mounted assexbly is
functioning, the scolder joint is subjected to
8 very cocplex state of strain due to the
large thermal expansion mismatch and stiffness
difference between the surface mounted
component, solder joint, and printed circuit
board, Table 3. Figure 3 shows a symbolic
joint and the stresses acting on it.
Corresponding to these stress components,
there are nine strain components. Because of
the highly nonlinear nature of the problenm,
the determination of the strains in the solder
joint is very difficult.
nonlinear _ {inite element methods
adopted for the present analysis.

subjected to a
degrees Celsius

For this reason, 2
will be

1. Finite Element Methods

It is well lnown that finite element
methods are useful in solving baundary-value
prohlems [27-37). Part of the advantage stems
from the ability to treat irregular boundary
shapes [27] and mixed Dboundary conditions
[{30]. Due to the generality and richness of
the concepts underlying these methods, they
have Dbeen employed with remarkable success in
solving problems in virtually all areas of
sngineering and mathematical physics [27-37].

The basic concept of finite element
methods {s that a boundary-value problem can
be decomposed into a finite number of regions
(elements) . For each element, trial function
wroximations of displacement components are

conjunction with variational

used
prxmiples [32) and matrix methods [33] to
wransform the boundary-value problem into.a

ﬁg&e,m of simuitaneous algebralc eguatiops.
nce the method may be applied to individual
discrete elements of the continuum, each
element may be given distinct physical and
mechanical properties, thus achieving very
general descriptions of the continuus as a

174

whole. This festure of the finite elemsnt
mathods 1is very attractive to practicing
analysts. ’

2. Elssto-Plastic Analysis Procedures

Due to the very low yield strength and
high ductility of the 63wt)Sn-37wt)Fb solder
[38-40)}, & large amount of plastic __Qt;g‘ga
(1.e..” permanent deformation) in
jeoint should be expected for each l:uperl:urc
cycle The plastic strain accumulates from
each cycle until the solder joint fractures.
Manson [16] and Coffin {17) have developed a
relation for the fatigue life. Their model
states that the number of cycles-to-fracture
is inversely proportional to the strain (Tsble
1). The effects of solder joint gecmetry on
SMT solder joint fatigue could therefore be
determined by calculating the strains in the
solder joint.

In addition to plastic strain,
strain also plays an important role in solder
joint fatigue (S5-6, 13-15). In order to have
a precise fatigue 1life prediction, an
elasto-plastic-creep analysis is 3
However, for the objective of present st;udy
it is assumed that the creep responses are the
same for a _cases under consideration.

The very first step in performing an
elasto-plastic analysis [4l] is to select a
yield surface (i.e., ¥Leld criterion) ([42).
The yield surface finés how the data f{rom
the uniaxial test could be generalized through
the use of an equivalent stress and an
equivalent plastic strain to predict when
plastic deformation would occur under a
cozbined state of stress and strain. In the

present study, _ﬁwdu.-rw_ﬂ_m
the Distortion snergy . theory (43), and the

equivalent stress g and the equivalent strain
t are defined in Figure 2. - ... Je oty 7

The next step is to define a la
flow-rule (L.e.., __ _plastic _ stress-strain
relation) [44]. The plastic-flow rule defines
how the individual components of plastic
strain depend on the stress components and the
tecperature histories. In the present study,
the plastic strain increment of the solder 1is

assumed to follow the Normality principle of
plasticity [45].

Due to 1lack of supportable mechanical
data of solder, the validation of the
foregoing assumptions applied to solder |is
unknown . However, this same set of
assumptions has been proved to work well for
metals used in Civil and Mechanical
engineering: see for example, [46-53].

The last step in performing an
elasto-plastic analysis is to solve a system
of simultaneous nenlinear equations [29].
Since the plastic strain depends on the sntc
of stress and the history of loading [40],
response calculation is effectively carr‘ed
out using a
[313. For each temperature
equilibrium condition is achieved by ™
iterative scheme. In the present study, the
iteration procedure is the Newton-Raphson
method [33].

increment,

It should be noted that due to the large

of _iterations involved YIn AN
eIlsco-plastic analysis, physical insight into
the nature of the problem snd properly
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defining the boundary-value problem (e.g..
2-dimensignal or 3-dimensional models) are
essential. In the present study, all the
results are obtained by a generalized
ot . The validation of the
analysis is justified by the following

3-dimensional analysis.

3.

Figure 4 shows a = sional finite
element model for the{ Case 2 assembly, see
Table 2. Because of double Sym -ies, only a

3-D Linear Analysis

r _of the structure is_modeled. It
consists of 274 3-D solid elements. Each

element has 20 nodal points. Each nodal point
has three degrees of freedom. The Llinear
elastic shear strain  contour in the
~dimensional solder joint is shown in Figure
S. It can Dbe seen that the strain
distribution in the Z-direction is guite
uni form. This suggested that a 2-dimensiona
snalysis of the assembly in the XY-plane 1is

adequate.

The maximum /[Shiéar] strain occurs._
near_the knee of the solder joint and is equal y

to 0.0069.

PR Yy R R A ST Gttt

4. 2-D Nonlinear Analysis and Results .-,

o s et 77 .
i T b -~ N nst Sy

Figures 6 through 14 present  the

whole-field cdeformations of Cases 1 through 9

R

asserblies, respectively. In the present
study, the ceformation is defired as the
change in a dimension divided by the
corresponding original dimension. _—

= o 419.26].
g}g_a:;__)\ls been adopted for the cons:‘ru'c’ﬁa%ﬁ
of the mocels. This element has T 1

points in contrast o the common eight noce
plane-strain element’ {27-33]. The extra two
nodes are used to capture the deformation of
the assembly in the 2-direction. Due to

!y_ni;ggy, only half of the structure is
analysed. , i

et e 7’:«5-:«7 tlo s ©

For all the cases, the solder joint is
subjected to (the maximum deformation allowed
by the solcer, (Figure 6-14). This is because
of the extremely low yield strength/stiffness
and high thermal coefficient of linear
expansion of the solder. On the other hand,
dus to the particularly high stiffness and low
thermal coefficient of linear expansion of the
caramic, the chip resistor is subjected to the
ainimum deformation and uxixgrn Stress.

For all the cases, Figure 6-14, due to
the displacement constraints and the unequal
material properties of the assembly, the
maximum overall bending about the 3(Z)-axis
occurs in the printed circuit board. The
overall bending of the chip resistor is very
small because of its small size high
flexural rigidity [19]. Nevertheless, it is
interesting to note that for small standoff
height (0.002"), the whole chip resistor bends
in the same direction as the printed circuit
beard, The maximum deflection of
the chip resistor occurs at its center. This
phenomencn has also been observed by Hall (6]
in his experimental work on leadless ceramic
chip carriers subjected to temperature
cycling. However, the overall bending of the
chip resistor reduces for larger standoff
heights due to the local bending and shear of
the standoff solder. This behavior can be
seen from the curved edges of the
standoff elements in Figures 7-9.

175

Figures 15-23 show the distributions and
magnitudes of the shear strains in the isclate
solder joints of Cases 1 through 9 assemblies.’

These shear strains are acting in the
XY-plane. PR e T
xy X
For all these nine cases, the
distributions of the _shear _strains in the
solder joints are basically the same (Figures

15-23.)" The maximum shear strain for all the
cases occurs near _the knee. of _ the _solder
joint. Consequently, solder joint cracking
could initiate near the corner interface of

the chip resistor and the solder joint.

The magnitudes of the _shear_strains near

the knee of the solder joints of Cases 1
through 4 (i.e., standoff heights equal to
0.002"%, 0.005", 0.007", and 0.01") are quite

different (Figures 15-18 and Table 4.) It can
be seen that the magnitudes of shear strains
are larger for the assemblies with smaller
standoff heights. Thus, based on
Manson-Coffin law (1.e., nunber of
cycles-to-fracture is inversely proportional
to the strain), "higher" fatigue life for the
asserblies with larger standoff heights should
be expected. The magnitudes of the shear
strains elsewhere in the solder joints are
puch smaller than those near the knee of the
solder joints. However, it is interesting to
note that the magnitudes of the shear strains
at the irmner end of the standoff solder are
larger for the assemblies with larger standoff
heights.

The effects of fillet shapes of the
solder joints on the magnitudes of shear
strains can be seen from Figures 16, 19-20,
and Table 4 (Cases 2, 5-6). It is obvious
that there is almost t of filllet
shapes of the solder joints on the shear
strains. g

The effects of solder fillet height on
the magnitudes of shear strains can be seen
from Figures 16, 21-23, and Table 4 (Cases 2,
7-9) . It can be seen that Case 8 yieldsd the
ninimum shear strain.

It is well known that for - strain
rden, terials. _linear elastic analysis.
always over_predicts the gstresses__and undar °
» . This is also trus for
the present s . a matter of fact,' the
maximen r strain (0.0069) of Case 2
assembly predicted by the linear elastic
analysis is less than half of the value
(0.0143) predicted by the elasto-plastic

lysis. dentle 4 77
Fopos T A =
S5. Test Board With 1206 Chip Resistors
Figure 22 shows a simple test board with
1206 chip resistors on the left-hand side.

The pad geometry is shown on the right-hand
side of the board. The solder paste used was_
63%Sn/37T¢Fb and its measured wet thickness was
10.5 mils. :

The temperature cycling test adopted- by
the present study met military specification

MIL-STD-883, method 1011. This method
requires a thermal cycle between -55 degrees
Celsius and +1 ees Celsius. The test
was stopped at 885 cycles. Up to this point

there was no_failure of ths solder joints.

j

Based on the {atigue data of 60XSn/40%F>
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under consideration
cycles.

is

CONCLUSIONS

An elasto-plastic analysis of 9 different

surface mount assexblies has been presented in
this paper. The whole-field deformations of
these assenblies have also been provided for a
better understanding of the bahavior of solder

Joint fatigue

Some significant results are

#umnarized in the following.

1.

10.

Because of the large stiffness difference
and thermal e@pansion mismatch among the
surface mounted cogponent, solder Jjoint,
and printed circuit board, the solder
joint is subjected to a very complex state
of strain.

Due to the extremely low yield
strength/stifiness and high thermal
coefficient of linear epansion of the
Sn/Pb  solder, the solder
subjected to the maxisum deformation.

Because of the particularly high stiffness
and low thermal coefficient of linear

ion of the cerazic, the chip
resistor is subjected to the minimum
deformation.

Due to the displacecent constraints of the
solder joints and the unequal material
properties cof the assexbly, the mnaximum
overall bending about the 3(z) -axis occurs
in the printed circuit board.

The overall bending of the chip resistor
is very small because of its small size
and high flexural rigidicty.

For swmall standoff height (0.002"), the
whole chip resistor bends in the same
direction as the printed circuit board.

However, for larger standoff heights, the
overall bending of chip resistor is
reduced because of the local bending/shear
of the standoff solder.

For all the cases under consideration, the
distributions of the shear strains in the
solder joints are basically the same, and

maximum shear strains occur near the
Inee of the solder joints, Thus, solder
joint cracking should 4initiate near the

corner interface of the chip resistor and
the solder joint.
Based on the Manson-Coffin 1law, it has

beenn shown that “"higher" (fatigue 1life
should be expected for the assemblies with
larger standoff heights.

Within the range of solder fillet shapes
under consideration (standoff
height=0.005"), it has been found that
there is almost no effect of fillet shapes
on solder joint fatigue.

joint 4s’

1.

12.

13.

14.

1s.

gratitude to Dr.

Within the range of solder fillet h.&’:t
under consideration (standof?t
height=0.005"), it has been shown that
Case 8 (solder fillet height equals to 1/3
of the height of the chip resistor)
yielded the minimum shear strain.

Linear elastic analysis under-predicts the
strains, and over-estimates the fatigue
life of solder joints.

Bocam o! the especially hlgh ductilicy

¥1old the Sn/Fd
solder, inear plasticity lnalysis is a
must. Better results could be achieved if
creep strain 1is also included in the
analysis.

The g¢eneralized two-dimensional plane
strain analysis of the assemblies in the
XY-plane has been shown to be adequate for
the purposes of present study.

A simple test board with 1206
resistors has been made and tested

teamperature cycling. Joint
failures were cbserved after B85 cycles.

The authors wish to express their
Chao Chung-huei for his

effective help in computer utilicty.
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APPENDIX C

CONSTRAINT NOTATIONS

C.1 Extended Constraint Graph Notation
This section summarizes the extended constraint graph notation introduced in Chapter 5.
New developments in this research that are shown in this section include new graphical
symbols for an existing concept (equality relation, G3) and for a semantic extension of an
existing notation (part-of relation, G4). The part-of relation (G4) is based on the data
decomposition symbol by Rumbaugh, et al [1991, p. 126] who used it without constraint
graph considerations. The variable symbol (G1) and the relation symbol (G2) are taken
from the work of Maloney [1991, p. 33].
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Extended Constraint Graph Notation

Graphical Symbol Meaning Equivalent Text
Gl Variable a is a variable. a
Qa
G2 Relation Variables a, b, ¢, and d are | r{a,b,c,d)
b related by relation r. This
O\ r relation can be written as
c C __O a ra,b,c,d).
io”
G3 Equality Relation Variables a and b are equal, | a=
ie., an equality relation
bO————Q a |exiss.
G4 Part-of Relation Variable s has attributes a, | Dot Form
a b, and ¢ which are variables | s.a.d
(ie., they are part-of s).|s.b
b Variable d is an attribute of | s.c
c a and a subattribute or| 4.0 40q Form
subvariable of s. lLe., g
variables s, s.a, s.b, s.c, and a
s.a.d are shown. d
b
c

284




C.2 Constraint Schematic Notati

This appendix section summarizes the constraint schematic notation introduced in
Chapters 5 and 6. For familiarity purposes, a modest attempt has been made to use similar
graphical symbols from electrical schematics that are analogous to the constraint graph
concept being represented.

Symbols marked with an asterisk (*) have the same meaning as corresponding
symbols in the extended constraint graph notation summarized above. The variable
symbols (S1 and G1) are exactly the same, as are the equality relation symbols (S3 and
G2); they are repeated here for convenience. For the sake of convention and style, the
graphics of the relation symbols (G2 and S2) and the part-of relation symbols (G4 and S5)
differ slightly. Every connection between variables and relations in a constraint graph is a
separate curve per mathematical convention. Connections in a constraint schematic run
vertically and horizontally and can contain equality junctions (S4) per electrical schematic
convention.

All the graphical symbols in this section are results of this research (except as
noted in the preceding section). The subsystem symbol (S6) is based on integrated circuit
pinout diagrams and is, thus, one realization of the "software IC" concept. This symbol
merges constraint and object concepts (for relations, information hiding, and
encapsulation). The extended switch concepts and associated symbols (S10, S11, and
S12) are believed to be new to this research, though Leler briefly mentions simple
switches as a type of higher order constraint [1988, p. 136]. Likewise, the usage-oriented
instance notation (S13 and S14) are original to this research.

As some relations occur quite frequently in engineering analysis, it is convenient to
introduce specialized symbols for these relations. The symbol used for the absolute value

relation (M1) is based on the electrical schematic notation for a diode because they
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perform analogous functions in one direction: they do not let negative values pass
through. The symbol used for the scale & offset relation (M2) comes from operational
amplifiers that scale electrical signals by a specified gain.

Though a few such symbols are given here, it is obvious that many more could be
developed. However, it is not desirable to have too many symbols or the ease of

recognition intended by the graphical notation will be diminished.
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Basic Constraint Schematic Notation

Graphical Symbol Meaning Equivalent Text
*S1 Variable a is a variable. a
Qa
*S2 Relation Variables a, b, c, and d are | r(a,b,c,d)
b related by relation r. This
OT r relation can be written as
C O—- —O a r(a:b;c:d)'
dO-
*S3 Equality Relation Variables a and b are equal, | a=b
bO Oa ie., an equality relation
exists between them. (See
Note 1)
S4 Equality Junction Variables a, b, and c are | a=b=c
b a equal.
x*S5 Part-of Relation Variable s has attributes a, | Dot Form
a b, and ¢ which are variables | s.a.d
—»O—>»(d | (ie., they are part-of s).|s.b
sO—+—Q b Variable d is an attribute of | s.c
—O ¢ a and a subattribute or Indented Form
subvariable of s. ILe., B
variables s, s.a, s.b, s.c, and a
s.a.d are shown. d
b
c
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Basic Constraint Schematic Subsystem Notation

Graphical Symbol Meaning Equivalent Text
S6 Subsystem Variable s is a subsystem
g of type t which has
attributes  and/or  sub-
a ! cO attributes a through d.
b dQ
S7 Semantic Linkage Variable s.c is known as h | a=s.a
s in the scope outside of ¢ by | b=s.b
; a semantic linkage (i.e., | h=s.c
h h=s.c and g=h). Variables | d=s.d
a ¢Q OF a, b, and d are semantically | g=h
b dO—O e | linked with the same names | d=e
in both scopes (i.e., a=s.a,
b=s.b, d=s.d, and d=e).
S8 Invalid Variable Variable a is not valid in | a is invalid
s the scope outside of ¢.
t
b aG—X
S9 Inheritance Unshaded  variable a4y,
relation r; and subsystem s;
4 O 2 @ are inherited from the
g super class.
r, r,
O 2 Shaded variable a,,
5 5 relation r,, and subsystem
o ’ s, and related connections
D g 2 J|are new to the class
D O O containing this constraint
schematic.
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Constraint Schematic Switch/Option Notation

S10 Two Position Switch A two-position  pole | a=b [q.i]

(q.i] equates a and b when
N . e .
bO qti, \_O a | switch position i of switch
q is selected (i=1,2) In
other words, a=b when
option i of option
category ¢ is chosen.

An n-position pole equates | ,_, 1.

S11 Multi-Position Switch d b wh ition i of
a and b; when position i o a=b; [¢.i]

[g.1] switch ¢ is selected (ie. | ,_p
b, O[qi] when option i of option a=by lg.n]
b, O— a | category g is chosen), for
b [g.n] i=1l...n.
n O_—.

S12| Subsystem Substitution | Switch m contains an n- | s.c=x [m.i]
s:[m.i] position pole between each | s;.d=y [m.i]
tl - connected variable pair. | fori=l...n
i (e.g., sj.c=x when position i
a cG—Ox is selected for i=1...n)
b d—Oy In an ABB, option
category m indicates sub-
system s can be one of n
possible types of objects,
si=t;, for i=1...n.

Constraint Schematic Instance View Notation

S13 Jumper The analysis context has |axb
b a connected a and b together
O O using a jumper.
S14 Instance View An instance of subsystem s
s has variable f input into
variable s.c. Variable g is
! read as an output from s.d.
a ¢ f In contrast, variables & and
b d 8 s.e are always equal.
e—On
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Mathematical Constraint Schematic Notation

Graphical Symbol Meaning Equivalent Text
M1 Absolute Value An absolute value relation | a=| b |
bO H<] Oa exists between a and b. b=ta
M2 Scale & Offset A scale & offset relation | a=p-b+A,
o exists between a and b. If | P=(a—-4)/p
o not shown, the value of p
b a (the scale ratio) defaults to
A 1, and A (the offset delta)
defaults to O.
M3 Summation A summation relation n
exists between s and b; . §= 2 b;
by O—N\E i1
bn O'_'
M4 Product A product relation exists n
between s and b; . §= H b;
b, O—NI i1
bi O s
bn O_
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APPENDIX D

PROTOTYPE CAD/CAE FRAMEWORK

The concepts developed in this research have been tested through a specific computer
implementation in the Objectworks\Smalltalk object-oriented development environment on
a SUN SPARCstation2. Objectworks\ Smalltalk [ParcPlace, 1991] was chosen due to its
excellent prototyping environment, its extensive built-in class library, and its ready
availability at Georgia Tech. It does not support automatic multiple inheritance, and its
primary practical limitation is that applications cannot be run apart from the Smalltalk
environment. A discussion of the engineering information system follows and the

supporting product model is described in Appendix E.

D.1 General Architecture
To deal with the problem of accessing the information needed to perform an analysis, an
executive-centered information integration architecture has been partially implemented as
shown in Figure D.1. This prototype object-oriented engineering information system (EIS
- also known as a CAD framework or information integration framework) is based on the
relational implementation by Yeh [1990, 1991, 1992] and other frameworks including CFI
[1991] and EIS [1989]. Extensive work has been done by Stephens [1993] to produce a
kind of CAD/CAE framework (known as LEGEND) for the purpose of exploring design
strategies. He includes techniques for wrapping design and analysis agents (CAD/CAE

tools) and defines accumulators for storing design changes. Consequently, extensions to
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this thesis might consider his work and that of the others mentioned to produce more
advanced tool interfaces.

In Figure D.1, the executive, DIMS, acts as a software-based switch that connects
the user with the design tools to be used (e.g., Mentor Graphics LAYOUT tool) and the
data the tools require which is stored in a logically common database. The structure of the
objects in this database could be based on STEP draft standards [ISO 10303-1, etc.] as
described in Appendix E.

With this EIS as the test bed, sample PWAs can be built using the Mentor
Graphics ECAD tools. Populated PWA objects are contained in the common database for

linkage with the analytical models. Analytical primitives, analytical systems, and PBAMs

User 2

Geometric 'omputational Fluid
Modeling Tool Dynamics Tool
[(CADAM, CATIA) | (Phoenics)
. Geometric Symbolic Finite Element
PV:'(} all?;sllin ;‘;)ol Modeling Tool athematical Solver Analysis Tool
8 (SDRC I-DEAS) (Mathematica) (MSC/NASTRAN)
Finite Element
Other Tools ... Other Tools ... Modeling Tool
(MSC/XL)

Figure D.1 Object-Oriented Engineering Information System
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all are implemented as objects and are part of the database. Future extensions could
include solving these analytical representations symbolically using existing tools, such as
Mathematica [Wolfram, 1991]. The PWA component selection tool referenced in the
figure, which was developed by the author and is described in a previous paper [Peak and
Fulton, 1992a], demonstrates how other design tasks can be concurrently supported by
this type of framework. That application is presently the only user of the prototype

Knowledge FACTory I+ [Anderson, 1989] rule-based expert system shell.

D.2 PWA Product Modeling Tools
In the current implementation, a proof-of-concept linkage between the Mentor Graphics
LAYOUT tool and the common database is one-way and is achieved by exporting a
neutral file from LAYOUT and parsing the file to create PWA objects in Smalltalk (see
Section D.4 for limitations of this link). The Smalltalk-based T-Gen tool [Graver, 1992],
which was used to create the translator, provides a general approach that can be used to
build links with other tools in the framework. More powerful procedural interfaces that
enable dynamic interchange of information could also have been used but were not due to

the focus of this research.
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PWA - Component List by Reference Designator ]
PWA Listing S ‘ 23 i

95235 PWA Test 2
95240 PWA Test 3
95255 PWA Test 4

Number: 95145

Dascription: PWA Test 1 ** ‘

Cost: § 23.3

Ref.Des. Part No. Class Value Tolerance X Y Rotation Surface
R102 99170 Resistor 68 S 2.205 0.345 180 1
R109 99120 Resistor 47 5 0.185 0.815 90 1
R110 99120 Resistor 47 5 0.435 0.815 S0 1
R112 99120 Resistor 47 S 0.685 0.815 90 1
u102 91200 Microprocessor nil nil 3.185 1.255 270 1

‘ NEW I lCANCELI ) SAVE I |DELETEI | DONE I

Figure D.2 View of PWA Information in the Objectbase

Presently PWA component layout information like that illustrated in Figure D.2
could be exchanged via a neutral file approach. The inclusion of other information within
the component object, such as the part photo shown, is supported by the flexible object-
oriented representation. FACETS, a user interface class library for Smalltalk, was used to

generate this view of a representative PWA [Reasonable Solutions, 1991].
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A limited link with ANSYS was created which automatically transfers, executes, and

retrieves necessary files. Chapter 9 describes the steps involved to run the case study

PBAMs.

D.4 Constraint Solver
An extended version of ThingLabll was received from John Maloney and utilized in this
prototype. The DeltaBlue [Freeman-Benson, Maloney, Borning, 1990] algorithm
implemented in it provides the generic constraint solving capabilities described in Chapter

8.

f m ion
In order to concentrate on the main research focus, the following limitations were allowed

in the prototype:

1. A true database management system (DBMS) which would provide robustness
features is not being used in the prototype; however, it is felt that the object
management capabilities inherent within the Smalltalk environment are sufficient for
the purposes of this research.

2. The link with the Mentor Graphics (MG) board layout software was done on a "proof-
of-concept” basis. The structure of the neutral file MG exports/imports was used to
develop a parser (with the T-gen tool [Graver, 1992] which could read in PWA data
like that shown in Figure D.2. Using a neutral file exported from an example PWA
that came with the tool, the parser created actual PWB/PWB/Component objects in

Smalltalk based on the product model in the Appendix E. However, from this exercise
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it became apparent that most of the product data needed for the solder joint fatigue
case studies was not captured in Mentor Graphics, so no further effort was spent in
creating PWAs and components in Mentor Graphics. Instead, the PWAs and
components needed for the case studies were created directly as objects in the CAD
framework using the PWA product model in Appendix E.

Though such limitations would not be acceptable in an industrial setting, they are believed

to be reasonable with respect to this research as they relate to aspects that are not directly

the focus of this thesis.
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APPENDIX E

PWA PRODUCT MODEL

An engineering analysis typically utilizes a large amount of detailed product information in
the development of an analytical model. Originally in this research the author developed
an entity-relationship (E-R) [Chen, 1979] data model of PWA design and manufacturing
information [Fulton, Ume, et al., 1990]. This model was implemented in a relational
database management system (ORACLE) and representative design-oriented queries were
demonstrated. However, some observed short-comings of the relational representation

are that it:

o Requires tabular data structure.
e Is limited to data integration - (it included no behavior).
o Lacks flexibility and modularity.

» Represents complex entities awkwardly.

Therefore, object-oriented product models which offer solutions to the above problems
have been used. A Smalltalk implementation of objects based on STEP draft standards
[ISO 10303-41, -42, -103] for the representation of PWAs was partially completed.
However, the layered electrical product (LEP) schema of the ISO 10303-103 draft has
been determined to be insufficient for general usage. Therefore, an alternate Federated
Model being developed at PDES, Inc., which is attempting to harmonize many PWA data
models (including VHDL, EDIF, IGES, IPC, LEP, and RAMP), could be considered for
research extension usage when available [PDES, 1991]. Since none of the PWA product

data models listed currently include sufficient information to support thermomechanical
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Figure E.1 Ad-hoc PWA Product Model

analysis model needs, ad-hoc extensions and combinations of these models have been

made as needed.

The resulting simplified PWA product model used in this research is partially given

in Figure E.1. The class Component Occurrence in this product model represents the

physical usage of a component at a specific physical location in a PWA. It refers to a

component-solder joint-PWB assembly. In contrast, the component attribute represents

only a device (an Electrical Component) of a given part number which may be used many

times on a given PWA. The unique identifier for a component occurrence is a reference

designator (e.g. R110) versus a part number (e.g. PN 99120) for a component .

298



APPENDIX F

ANALYTICAL BUILDING BLOCKS

This appendix documents the preliminary general purpose analytical building blocks
(GPABB:) introduced in Chapter 5. It also includes the object relationship diagram for
the general ABB and PBAM representations defined in Chapters 5 and 6, as well for the
case studies PBAMs in Chapter 9. While emphasis has been placed on analysis models
needed for the PWA solder joint fatigue case study, attempts have been made to develop
general representations that can be used by other applications as well. Note that the major
focus of this research has been on the PBAM representation. Consequently the remaining
analytical building blocks discussed here could be viewed as a only a minor part of the
total contribution. They were created to support the PBAM representation and are

developed to just that extent.

E.1 Obiect Relationship Di

A surprisingly difficult, yet crucial, step in developing object-based representations is the
creation of the object relationship diagrams (defined in Chapter 5) that show relationships
between object types, including the is-a hierarchy on which inheritance of attributes and
behavior is based. This Appendix gives a reasonable cut at a general hierarchy of
mechanical engineering analysis models as object relationship diagrams by loosely using
the EXPRESS-G notation (Appendix A). The hierarchy, only partially shown here,

emphasizes classes needed by the case studies for solder joint fatigue analysis. The

299



reasoning behind each major section of the information model is given below along with
relevant observations.

Encircled letters refer to the same entity in other figures, and asterisks (*) indicate
entities implemented in the prototype to the degree required for the case studies.
Capitalized terms in boxes denote class names, and plural attribute names indicate that the
attribute is a collection consisting of the type of entity specified. (Le., the official
EXPRESS aggregation notation (e.g., SET[1:?]) has been left off to conserve space. For
the purposes of this research, all such collections can be implemented as sets unless

otherwise noted).

F.1.1 Associations Between Product Model and Analytical Model

Figure F.1 shows, at an abstract level, how product models and analysis models
can be related. The philosophy taken here is that any physical object can only be
represented by a collection of models (OBIECTIVES 4, 16, 23, 24)- there is no
representation except the physical entity itself that contains full reality. Even the geometry
of a product is represented by models of varying degrees of reality (e.g. electrical
component body shapes in vendor catalogs, detailed component manufacturing drawings,
and actual measured dimensions). Thus, the entity called Product is meant to represent
reality but can do so only partially by serving as a composite object which holds relevant
models of itself in a meaningful and usable manner. This enigma can be termed aggregate
reality for future reference. It follows that analytical models are one part of the product
model itself, so the phrase "product model-based analytical models" is somewhat
misleading. However, it does convey the idea of basing analysis models on models of a

"non-analysis" nature contained in the product model.
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Partition) and how PBAM-related entities (e.g., PBAM Partition) are subclasses of them.

Figure F.1 Product Model-Analysis Model Associations
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Figure F.3 Matter

F.1.2 Matter and Matter Models
Matter is defined as a physical substance without regard to a particular geometric bound
and is categorized (very simply) based on room temperature behavior in Figure F.3. As
Matter can be modeled in many different ways, each category of matter can be associated
with many Matter Models (Figure F.4) analogous to the product/analysis aggregate reality
discussion above. Therefore, Matter is not an Analytical Building Block; it is a product-
related entity just as Component Occurrence is, and this figure is actually part of the
product model object relationship diagram given in Appendix E.

Matter Models are GPABBSs that capture properties of Matter with respect to given
conditions (Figure F.4). Two classes of Solid Matter Models are given which are needed for
solder joint fatigue analysis. Relating this approach to a similar one taken in STEP [ISO

10303-45] is one near term extension that could be investigated.
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Figure F.4 Matter Models

F.1.3 Continuum Models

The Continuum class (Figure F.2) is for analytical primitives that are associated with some
geometric boundary composed of some type of Matter. The state of the Continuum with
respect to the conditions it experiences in a given Analytical System is captured by the

attributes shown (along with others).
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The first level of Slender Body subclasses (Figure F.5) results from enumeration of

Figure F.5 Slender Bodies
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state of plane stress can be assumed if a body is thin).

characteristics because such factors drive major assumptions about the subclasses (e.g. a

several significant characteristics of slender bodies. The (Symmetric Straight Uniform Cross




Section Body) Beam class, which has a multiple inheritance relationship with several
superclasses, has significant use in an Euler Beam System for bending. Note that an
Analytical System is defined as the body plus loads, interconnections, etc.; therefore, an
instance of any Continuum class generally will not be useful for analysis purposes apart
from an Analytical System. A Circular Rod is a significant subclass for use in a simple
torsional system. One could create a combinatorial explosion of Slender Body subclasses
based on the first level of subclasses, but it is felt that only combinations of engineering
significance which provide semantic footholds in the class hierarchy should be provided as

pre-defined templates. Other subclasses could be derived as needed.

F.1.4 Discrete Primitives
The Discrete Primitive hierarchy (Figure F.6) is based heavily on bond graph concepts for
discrete physical systems [Rosenberg and Karnopp, 1983; Ingrim, 1989a]. Translational

mechanics primitives are shown at the bottom of each branch for reference; generally

Discrete
Primitive
®
g 6 ~Q Gyrator
Energy Junction
Storage Structure =] Transformer

& I S l GeaAr Pair

Multiport 1 Multiport C Multiport R
é A & =C 0-Junction
Uniport Uniport i
mpi_"I mpng Umpéorf“R =C] 1-Junction
; ; Frictional A
Point Mass Spring Contact Rigid
Connection

Figure F.6 Discrete Primitives
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sibling classes also exist at each branch for other behavior domains as shown in Figure

F.1.7 for Analytical Variables.

F.1.5 Analytical Variables

The categorization of Analytical Variables in Figure F.7 also is based on bond graph
concepts. These variables are the loads and states that Analytical Systems can contain.
STEP contains similar entities but does not group related variables as done here [ISO
10303-41]. Also operators associated with these variables could be captured in the

information model.
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F.1.6 Analytical Systems

classical mechanics of materials. Again note the possibility of a large number of classes
based on combinations of system characteristics. An instance of Junction Structure (from
Figure F.6) indicates how analytical primitives and systems could be interconnected within
an Analytical System.

needed by such a system (to date time varying operators have not been implemented). The

attributes rod1 and rod2 are constrained to be Rods (Figure F.5); the other attributes could

Figure F.8 shows a few common Analytical Systems (Euler Beam Systems) from

The Interconnected Connected Rods System includes common operators that are

be similarly constrained.

Analytical
System

&

&

Interconnected Plane Strain Slender
Rods System Bodies System Body
System
o— cross section ! V.
o length Beam beam .
stress-strain model load | Cantilever
o deflecton | Beam
E
O‘G— Linear A
O— Elastic Egd-Lciaded
o— Model antilever
Beam

L

(HIF)

Figure F.8 Analytical Systems
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F.1.7 Product Model-Based Analytical Models (PBAMs)

Figure F.9 illustrates the PBAMs needed for the solder joint case studies. Note that the
PBAMs take the generic Analytical System and adapts them specifically for PWA
applications. These PBAMs are further discussed in Appendix G and Chapter 9.

pBAM | ©

*

S

PWA
Analysis
Model ,

&

component DM Q pwa warpage
occurence, a 822":.?::;2 component| Solder Joint | ™%~
deformation model| Deformation G a| haligue | ied ency. 1
O Model , O_mnuu'g::e_ Model , | Tequendy, J o
avg. cydles to failure, N, o
A Level 1 A Level 3 soider fatigue
Comp. Occ. Comp. Occ. | model A Coffin-
Extensional Plane Strain Coffin-Manson
Model , Model , Model
adjustment deformation
model
deformation d) Level 2 ) Level 4
model
Comp. Occ. Comp. Occ.
Bending Continuum
Model Model &
Q Q TPWA
interconnected Plane Strain m,zg,al
Rods Bodies .
System System ,
Solder Joint reference Solder Joint | pwa thermal
e Vibration gemeerature | Thermomechanical
+ Developed in Case Studies atigue Model Fatigue Model ,

Figure F.9 PBAMs for PWA Analysis Applications
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F.2_General Purpose ABB Datasheets
This portion of Appendix F contains ABB structural views (defined in Chapter 5) for some

of the general purpose analytical building blocks (GPABBs) given in Section F.1
(however, not all views are given for each ABB). The aggregation of all ABB structural
views for a particular type of ABB is known as the "datasheet” of that ABB, analogous to
electrical component datasheets.

The object relationship diagrams in Section F.1 (in EXPRESS-G format) convey
the is-a relationships of these entities more clearly, but additional aspects are included here
(such as restrictions on attribute values); thus the different views of these GPABBs are
complementary, just as with PBAMs. In some cases, the ABB structures in this section
are specialized forms of the ABB structure. For example, the variables and relations in a
Fatigue Model superclass have been divided into categories based on the semantics of that
class of Matter Models. GPABB datasheets are like PBAM datasheets, except they have no

product information linkages.
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Fatigue Model (Abstract)
Superclass: Matter Model

Primary Partition
Variables
State Variables _
average cycles to failure, N,
Material Properties
<see subclasses>

Material Property Coefficients
<see subclasses>

Conditions _
mean cyclic temperature, T
load frequency, f

ABB-Specific Relations

Constituitive Relations
<see subclasses>

Condition-Dependent Property Relations
<see subclasses>

Option Categories
<none extra>

Coffin-Manson Fatigue Model
Superclass: Fatigue Model

Primary Partition
Variables

State Variables
total cyclic strain range, Ae
elastic cyclic strain range, Ae*
plastic cyclic strain range, Ae”

Material Properties
fatigue strength exponent, b
fatigue strength coefficient, o,

fatigue ductility exponent, ¢
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fatigue ductility coefficient, &
Young's modulus, E

Conditions
<none extra>

ABB-Specific Relations

Constituitive Relations
1. r(Ae,Ae’,Ae?)

Ae = Ae® + Ae?
2. r(N, ,A¢%,c.8, ) 3. r(N, Ae"c,o,,E)
A P Ae’f G
- a. — =-L(2N,
a. - ef(2N) 2 E( f)
y b. etc.

Ae”

NNl

C. etc.

Condition-Dependent Property Relations
. r(E,f,T)
.r(b,f.T)
. r(o} ,f .T)
. r(c f, T)
- T (ef /> T)
Note: These relations must be supplied by the matter being modeled.

0~ N

Option Categories
<none extra>

Subsystem Views

“depend
gm:?&gnes':n
Model
DE cQ
D b g C
D% e Q
DT 4°Q
Df  4efQ
N Q -
(only one is given here, though others are possible)
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Interconnected Rods System
Superclass: Analytical System

&hs e L —> T,

Body 1: Rod T, Fu 11— >F.u
Body 3: ShearBody 1 7 V7 W\ x 7

r 2: Rod JE I;,uz - J-—_’Ig,uz

fe—— 1, —

Undeformed State (T=T,=T,) Deformed State

Primary Partition

Variables

reference temperature, T,  : Temperature

steady state thermal expansion mismatch, A(0AT)

load yield factor, a

Subsystems
body 1: Rod
geometry: Regular Cylinder
length, L;

stress-strain model: HIH Model

Young's modulus, E;

coefficient of thermal expansion (CTE), o

temperature, T
strain, € 1
total deformation, u;
axial load, F;
body 2: Rod
geometry: Regular Cylinder

stress-strain model: HIH Model

Young's modulus, E;

coefficient of thermal expansion (CTE), o,

temperature, T
strain, €,

total deformation, u,
axial load, F,

body 3 (interface body): Shear Body

geometry: Rectangle
height, h;
stress-strain model: HIH
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shear modulus, G
yield stress, Oy
shear strain, 7Y 3

Semantic Linkages
<none extra>

ABB-Specific Relations

L n(a,,T;,0,,T,,A(AT), Ty)
A(AT) = 0,(T, - T))~ oy (T, - T;)

2. 1,(Ly, by, Y, A(GAT))
. = LA@AT)

3 2h3
3. 1,(h,,G,6y,a,A(CAT))
2

__Oy

?="J3G AGAT)

Note: Relations 2 and 3 are for steady state conditions for the case where body 3
has a viscoplastic stress-strain model with F; and F, = 0. More general relations
could be used if needed (e.g., to include in-plane deformation).

These relations really should not be represented explicitly as is done here, but
should result from the fact that these bodies are connected together. Thus, in this
non-ideal ABB, the bodies serve more as data storage objects as the relations
inside them are not utilized.

Other Linkages
<none extra>

Option Categories
<none extra>
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Constraint Schematic (partial)
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Plane Strain Bodies System
Superclass: Analytical System

Primary Partition

Variables
reference temperature, 7,  : Temperature
mesh density, d
Subsystems
body 1 : Plane Strain Body
geometry : Rectangle
length, L;
height, h;
stress-strain model : HIH Model

elastic modulus, E;
Poisson's ratio, v;
coefficient of thermal expansion (CTE), a;

temperature, T} : Temperature
body 2 : Plane Strain Body
geometry: Rectangle
length, L,
height, h,
stress-strain model : HIH Model

elastic modulus, E,
Poisson's ratio, v,
coefficient of thermal expansion (CTE), o,

temperature, T, : Temperature
body 3 (interface body) : Plane Strain Body
temperature, T3 : Temperature

total shear strain extrema, Y Xy,extrema,’
. . [
elastic shear strain extrema, Y Xy, extrema, 3

plastic shear strain extrema, Y fy extrema, 3

Displacements and other state variables not shown are also possible for each body
Generally, one may want p(body, x, y) and p extrema, where p is a state variable
field (e.g., stress, strain, displacement).

Semantic Linkages
<none extra>
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ABB-Specific Relations
1. Options [1.1] and [2.1] Solution Method: FEA

(i.e., body3.geometry = Rectangle and body?3.stress-strain model = HIH Model

ny,extrema,3 = fl‘l(bodyl(Ll ,hl,El,Vl ,al,Tl),bOdYZ(Lz,hQ ,E2 yV2,000 ,T2 ),
bOdy3(l/3,h3,E3,V3,(X.3,T.:,),TO ,d)

etc.
Ty = fi.2 (bodyl(Ly, by, Ey,vy,00),50dy2( Ly by . E V2,002, T2),
body3(L,h3,E3,v3,03, 13, T0,Y zy, extrema,3-9>€)
2. Options [1.2] and [2.1] Solution Method: FEA

(i.e., body3.geometry = Parametric Shape A
and body3.stress-strain model = HIH Model)

’ny,extrgma,:; = f21(b0dY1(L] »h] ’E19V1 va1$Tl)»b0dy2(1Q ’h2 ;EZ ,V2 9a2 3T2)9
body3(L3,h3, L3 h3q,73:53, E3,V3,03,13), Tp . d) etc.
Tl = f22(b0dy1(L],h1,E1 ,Vl,al )vbOdYZ(LQ’hZ ’E2 ,V2 ’az:TZ )7
body3(L3. 13, Lag 3457353 E3,V3,03. 130,10, Y 5y, extrema,3-4€)

3. Options [1.2] and [2.2] Solution Method: FEA
(i.e., body3.geometry = Parametric Shape A
and body3.stress-strain model = BKH Model)

= f31(bOdyl(L[vhlvEl9vlsa1,]i)7b0dy2(lQ’hZ,EZyv27a2vT2)’

ny,extrema,3
bOdy3(Le,h3,lJ3a,h3a,T3,S3 ,E3,V3,(X,3,T3),T0,X,Gy,d,a,n,e)

Ty = f3.2 (bodyl(Ly, by, Ey,vy,01),body2(Ly, ha, B3, v2,02,T2),
bOdy3(l/3’h3yL3avh3a9r3’s3vE39v3)a3)1'3),TOv)\'yoY’ny’ex"-ema,39d9a9n’e)
etc.
Note: Only forms of the above relations where 7y xy,extrema,3 is the output have
been implemented. Other forms will require an iterative solution.

Other Linkages
<none extra>

Option Categories

1. Body 3 Geometry
[1.1] Rectangle
[1.2] Parametric Shape A

Variables
<none extra>

Subsystems
body3 : Plane Strain Body
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[1.1] geometry : Rectangle
length, L;
height, h 3
[1.2] geometry : Parametric Shape A
lengthl, L,
length2, L3,
heightl, h;
height2, h;3,
radius, r3
shape, 53
volume, V;

2. Body 3 Stress-Strain Model
[2.1] HIH Model (homogeneous, isotropic, hookean - linear elastic)
[2.2] BKH Model (bilinear kinematic hardening - elastoplastic)

Variables
[2.2] load yield factor, a
[2.2] number of load steps, n
[2.2] convergence criteria, e

Subsystems
body 3 : Plane Strain Body
[2.1] stress-strain model : HIH Model
elastic modulus, E;
Poisson's ratio, v;
coefficient of thermal expansion (CTE), o3
[2.2] stress-strain model : BKH Model
elastic modulus, E;
Poisson's ratio, V3
coefficient of thermal expansion (CTE), o3
yield stress, Oy
strain hardening coefficient, A;

Semantic Linkages
<none extra>

ABB-Specific Relations
<none extra>

Other Linkages
<none extra>

Subsystem Views
(see Component Occurrence Plane Strain Model constraint schematic)
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APPENDIX G

CASE STUDY PBAMS

This Appendix contains the detailed PBAM views that were developed for the Case
Studies. The PBAMs are presented in the following order, where indentation indicates the

is-a relationship (see also in the PBAM object relationship diagram in Figure F.9)

PWA Analysis Model (Abstract)
Solder Joint Thermomechanical Fatigue Model (a.k.a. SJITF Model)
Component Occurrence Deformation Model (Abstract)
Component Occurrence Extensional Model (a.k.a. Extensional/Level 1 Model)
Component Occurrence Plane Strain Model (a.k.a. Plane Strain/Level 3 Model)
Basic PWA Thermal Model (in black box form only)

PWA Warpage Model (in constraint schematic form only)
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Solder Joint Fatigue Model (Abstract)

Superclass: PWA Analysis Model
Primary Partition

Product Variables
component occurrence, ®,: PWA Component Occurrence
component
body style
solder joint
solder

Analytical Variables
solder joint average cycles to failure, N;
load frequency, f

Subsystems
fatigue model .
average cycles to failure, Ny

Semantic Linkages

PBAM Variable Subsystem Variable
fatigue model .
solder joint average cycles to failure, N, average cycles to failure, Ny

PBAM-Specific Relations
<none extra> '

Other Linkages
<none extra>

Option Categories
<none extra>
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Solder Joint Thermomechanical Fatigue Model

Superclass: Solder Joint Fatigue Model
Primary Partition

Product Variables
component occurrence, O)c

component
body style: leadless surface mount (LCCC, SMD chip, MELF, etc.)

solder joint
solder; 60/40 or Eutectic Solder

Analytical Variables
thermal load frequency, f
reference temperature, T,
component temperature, T,
substrate (PWB) temperature, T,
mean cyclic solder joint temperature, Ts

Subsystems
fatigue model: Coffin-Manson Model

total cyclic strain range, Ae := invalid
elastic cyclic strain range, Ae®  := invalid
plastic cyclic strain range, Ae”
load frequency, f
average cyclic temperature, T
fatigue ductility exponent, ¢

fatigue ductility coefficient, £'f

Semantic Linkages

PBAM Variable Subsystem Variable

fatigue model
thermal load frequency, f _ load frequency, f _
mean cyclic solder joint temperature, T average cyclic temperature, T

PBAM-Specific Relations
L n(T,To,Tc,Ts) Ty = Y42To+Tc+Ts)
Other Linkages

fatigue model = component occurrence.solder joint.
solder.frequency and temperature dependent Coffin-Manson model

Option Categories

1. Strain Model Substitution
[1.1] Component Occurrence Extensional Model
[1.2] Beam Solder Joint Model
[1.3] Plane Strain Solder Joint Model
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Product Variables
component occurrence, 0),_.

Analytical Variables
reference temperature, T,

component temperature, T,

substrate temperature, T

solder joint shear strain range, AY;

Subsystems
[1.1] Strain Model: Component Occurrence Extensional Model
[1.2] Strain Model: Beam Solder Joint Model
[1.3] Strain Model: Plane Strain Solder Joint Model
component model
temperature, T,
substrate model
temperature, T,
solder joint model
shear strain range, Ayy;
reference temperature, T,
Fatigue Model
plastic cyclic strain range, Ae”

Semantic Lir_\kages

PBAM Variable Subsystem Variable

component deformation model strain model.component model
substrate deformation model strain model.pwb model

solder joint deformation model strain model.solder joint model
reference temperature, T, strain model.reference temperature, T,
solder joint shear strain range, AYy; fatigue model.

plastic cyclic strain range, Ae?
PBAM-Specific Relations

<none extra>

Other Linkages
component occurrence = strain model.component occurrence

2. Thermal Loading
[2.1] Thermal Cycling - uniform AT
[2.2] Power Cycling - temperatures based on power-up conditions

Product Variables

[2.2] pwa occurrence, @, : Product Occurrence

[2.2] component occurrence, ,
Analytical Variables
reference temperature, 7,

o

[2.1] steady state temperature, T,

ss
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[2.2] component temperature, T,
[2.2] substrate temperature, T,

Subsystems
[2.1] Thermal Model: none
[2.2] Thermal Model: PW A Thermal PBAM
pwa occurrence, @,
ambient temperature, T,
component occurrence, o,
average component temperature, 7,

average pwb temperature at component occurrence, 7T,,,, e,

Semantic Linkages
<none extra>

PBAM-Specific Relations
<none extra>

Other Linkages
[2.1] steady state temperature=component temperature
[2.1] steady state temperature=substrate temperature
[2.2] pwa occurrence=thermal model.pwa occurrence
[2.2] component occurrence=thermal model.component occurrence
[2.2] reference temperature=thermal model.ambient temperature
[2.2] component temperature=
thermal model.average component occurrence temperature
[2.2] substrate temperature=
thermal model.average pwb temperature at component occurrence

Option 3 Warpage Model Substitution
[3.1] Warpage Model : none
[3.2] Warpage Model : PWA Warpage Model
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Subsystem Views & I/O Tables

Solder Joint Fatigue
Design Parameter Modsl
Solder Joint

Thermomechanical
Fatigue Model

D @, L.Q
D7, L Ne
DT, o, G
D N hs Q
f FQ

Solder Joint
Fatigue Model!

Solder Joint
Themomechanical
Fatigue Model

D o, NQ
DT, e

D T

(see also Chapter 9)

O R W

0%

Ty | Tes | S N, L. | o, | o hei | F
1 1 I 0) 1 m|{m|m/|[m/|[m
I 1 | 1 I m|m|m|[m] O
1 1 1 1 I mi|m/|m O m
1 1 1 1 T m | m O m m
I 1 I I 'l m| O| m | m|m
I I 1 1 I' O|m|m|m|m

Tp | Tes | f N W,
1.] I 1 I (0) |
2.1 1 | 0) 1 1
*3 1 1 0) 1 I 1
*4.1 O 1 I 1 I

*Simultaneous equation solution
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Component Occurrence Deformation Model (Abstract)
Superclass: PWA Analysis Model

Primary Partition

Product Variables
component occurrence, @, : PWA Component Occurrence
component : Electrical Component
primary CTE matter
HIH model*
coefficient of thermal expansion (CTE), o.*
body style : Leadless Surface Mount (LCCC, SMD chip, MELF, etc.)
total length, L, *
total width, wy,,; *
pwb
primary CTE matter
HIH model*
coefficient of thermal expansion (CTE), oi*
solder joint

Other Analytical Variables
solder joint total cyclic shear strain range, AY

Subsystems
Deformation Model: subclass-dependent
reference temperature, T,
body 1
geometry
length, L;
stress-strain model: HIH Model
coefficient of thermal expansion (cte), o.;
temperature, T;
body 2
stress-strain model: HIH Model
coefficient of thermal expansion (cte), O,
temperature, T,

body3 (interface body)

geometry
height, h3

* Analytical variables resulting from PATs
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Semantic Linkages

PBAM Variable

component model deformation model.body 1
substrate model deformation model.body 2
solder joint model deformation model.body 3

PBAM-Specific Relations
1. approximate max. inter-solder joint distance, L, (PAT)

L. =Ly, a.discrete surface mount components

L. = 1/ L,Za,a, + w,,,2,a, b. rectangular surface mount chip carriers

Other Linkages
<none extra>

Option Categories
<none extra>
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Component Occurrence Extensional Model
Superclass: Component Occurrence Deformation Model

Pl Aty
Component Rod | T, 7
' Solder Joint: //
rl Substale/PWe: Rod |7, ShearBody |
f——1, >
Undeformed State (=T =T, ) Deformed State
Primary Partition

Product Variables
component occurrence, @,
solder joint
solder
HIH model*

shear modulus, G;
yield stress, O;

solder screen thickness, tg,1ger stencil

Other Analytical Variables
adjustment factor, F

Subsystems
Deformation Model : Interconnected Rods System
steady state thermal expansion mismatch, A(0AT)
load yield factor, a
bodyl
strain, €;
total deformation, u;
body2
strain, )
total deformation, u,
body3
stress-strain model
shear modulus, G;
yield stress, Gy;
shear strain, y;

* Analytical variables resulting from PATs
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PBAM-Specific Relations
rj(solder joint type, F)

Solder Joint Type F [Engelmaier, 1989]
SMD chip 07-12
castellated leadless 07-1.2
columnar leadless 1.0-1.5
leaded 1.0
Other Linkages
hsj = % Lsolder stencil
Ay =F |Y,,|
Option Categories
<none extra>

Constraint Schematic

Ay

g
O =>H

Deformation Model

Vlnterconnected
Rods System
approximate maximum T, A(OA
body style inter-soldelg"oint distance P To (@AD G
L L a Q
rimary S— o ¥ 7 u QY
o, moonent | CTE matter  HIH model o
o RN o c b, e,d %
I D T; Fgfe
. L
rimary L u
pwb CTE matter HIH model o o P L2 % g es
)'C =O—DC T 3 (053 82 O K)
F
st?ldker screen gi”z hs DT, FQ y ;
@t ickness 5
HIH model G Gy " %O .
solder r S . D G
solder joint G, Cy.
_,? ] »O- "L O g ¥
r;
, £

HIH = Homogeneous Isotropic Hookean (linear elastic)

Constraint Schematic: Component Occurrence Extensional Model
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Subsystem Views & I/O Tables

Solder Joint
Deformation Model

Comp. Occ.

Extensional
Model
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Component Occurrence Plane Strain Model
Superclass: Component Occurrence Deformation Model

To Solder Joint: PS|
Component: PSB Tc Tsj
[ Substrate/PWB: PSB_Ts ]

(PSB = Plane Strain Body)

Primary Partition

Product Variables
component OCcurrence, 0,
component
total height, h,*
primary CTE matter
HIH model*
Young's modulus, E,
Poisson's ratio, v,
pwb
total thickness, #,"
primary CTE matter
HIH model*
Young's modulus, E
Poisson's ratio, v,

Other Analytical Variables
pwb model
length, L

Subsystems
Deformation Model : Plane Strain Bodies System
mesh density, d
body 1
geometry
height, h,;
stress-strain model: HIH Model
Young's modulus, E;
Poisson's ratio, v;
body 2
geometry

* Analytical variables resulting from PATs

335



height, h,
stress-strain model: HIH Model
Young'smodulus, E,
Poisson's ratio, v,
body 3 (interface body)
temperature, T3

total shear strain extrema, Y ., »v/remq,3

Semantic Linkages
<none extra>

PBAM-Specific Relations
<none extra>

Other Linkages
L;=1.25L,

Ay = |ny extreme, .rjl

Tyj = KT +Tp)

Option Categories

1. Solder Joint Geometry
[1.1] Rectangle
[1.2] Detailed (SMD only)

Product Variables
component occurrence,
solder joint

[1.1] rectangular shape*
base length, L,
standoff height, h;

[1.2] detailed shape*
base length, L,
standoff height, h;
fillet height, ks
fillet l‘adius, r sf
fillet shape s;
volume, V;

Other Variables
<none extra>

Subsystems
Deformation Model : Plane Strain Bodies System
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body 3 (interface body)

[1.1] geometry: Rectangle
length, L;
height, k3

[1.2] geometry: Parametric Shape A
lengthl, L;
length2, L;,
heightl, h;
height2, k3,
radius, r3
shape, 53
volume, V3

Semantic Linkages
<none extra>

PBAM-Specific Relations
<none extra>

Other Linkages
[1.1] 1/2(w,.solder joint.rectangular shape.L,) = deformation model.body 3.L;
[1.1] .solder joint.rectangular shape.hy; = deformation model.body 3.h;
[1.2] 1/2(w,.solder joint.rectangular shape.L,)= deformation model.body 3.L;
[1.2] 1/2(w,.solder joint.rectangular shape.L,)= deformation model.body 3.L3,
[1.2] ay.solder joint.detailed shape.hy; = deformation model.body 3.h3
[1.2] wc.solder joint.detailed shape.h, = deformation model.body 3.h3,
[1.2] w.solder joint.detailed shape.sy = deformation model.body 3.s3
[1.2] o,.solder joint.detailed shape. Vsj = deformation model.body 3.V;

2. Solder Stress-Strain Model
[2.1] HIH Model
[2.2] BKH Model

Product Variables
component occurrence, M,
solder joint
solder

[2.1] HIH model
Young's modulus, E;
Poisson'’s ratio, v;

[2.2] BKH model
Young's modulus, E;
Poisson’s ratio, v;
CTE, a_sj
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yield stress, Gy
strain hardening coefficient, Z.sj

Other Variables
[2.2] scale factor, k

Subsystems
Deformation Model : Plane Strain Bodies System

[2.2] number of load steps, n

[2.2] load yield factor, a

[2.2] convergence criteria, e

[2.1] stress-strain model: HIH Model
Young's modulus, E;
Poisson's ratio, v;

[2.2] stress-strain model: BKH Model
Young's modulus, E;
Poisson's ratio, v3
yield stress, Oy ;
strain hardening coefficient, A;

[2.2] Load Step Estimator : Component Occurrence Extensional Model

component occurrence, 0,

reference temperature, T,

component temperature, T,

substrate temperature, T,

deformation model
load yield factor, a

Semantic Linkages
<none extra>

PBAM-Specific Relations
<none extra>

Other Linkages
[2.2] load step estimator.m, = w,
[2.2] load step estimator.T, =T,
[2.2] load step estimator.T,. =T,
[2.2] load step estimator.T = T
[2.2] load step estimator.deformation model.a = k(deformation model.a)
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Y PWA
Thermal Model

PWA Thermal Model oy T.O
Superclass: PWA Analysis Model e ¢
DT, prb @ ch

Note: This PBAM has been developed as a black box only. Only the X
bare essentials to provide input to the solder joint PBAMs are D 0, Top(2i)
indicated (i.e., the internal relations are not developed). ¢ e

Product Variables
component occurrence, ®,
pwa occurrence, @,
parent assembly
component occurrences, £2.
pwb occurrence
<incomplete>

Other Analytical Variables
ambient temperature, T,
component model

average temperature, T,

pwb model
temperature, 7, (x)

location, x
average temperature at component occurrence, 7,,; qq,

<incomplete>

Subsystems
<incomplete>

PBAM-Specific Relations
1. r(To ,o.)pwa,mcaTc ’TS)

<incomplete>

Other Relations
<incomplete>
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